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Chapter 2

A TOOL FOR
THINKING ABOUT
DETERMINISM

Determinism is the thesis that “there is at any instant exactly one phys-
ically possible future” (Van Inwagen 1983, p. 3). This is not a particu-
larly difficult idea, one would think, but it’s amazing how often even
very thoughtful writers get it flat wrong. First, many thinkers assume
that determinism implies inevitability. It doesn’t. Second, many think
it is obvious that indeterminism—the denial of determinism—would
give us agents some freedom, some maneuverability, some elbow room,
that we just couldn’t have in a deterministic universe. It wouldn’t.
Third, it is commonly supposed that in a deterministic world, there are
no real options, only apparent options. This is false. Really? T have just
contradicted three themes so central to discussions of free will, and so
seldom challenged, that many readers must suppose I am kidding, or
using these words in some esoteric sense. No, I am claiming that the
complacency with which these theses are commonly granted without
argument is itself a large mistake.

Some Useful Oversimplifications

These errors lie at the heart of the misconceptions about free will and
freedom more generally, so before we can make any progress on under-
standing how freedom could evolve (in a universe that may well be
deterministic), we need to equip ourselves with some corrective
devices, some tools for thinking that will make us less vulnerable to the
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siren songs of these powerful illusions. (If you have an aversion to
philosophical argumentation about determinism, causation, possibility,
necessity, and the indeterminism of quantum physics, you may skip
ahead to Chapter 5, but you must then forswear all reliance on these
three “obvious” propositions, no matter how intuitive they strike you,
and take it on faith when I assure you that they are the false friends of
a thousand misguided discussions. I almost guarantee that you cannot
keep that resolution, however, so a better choice is to plunge into my
demonstrations of these errors, which have their rewards and surprises,
and presuppose no background expertise.)

In Thomas Pynchon’s novel Gravity’s Rainbow, a character
makes the following portentous speech:

But you had taken on a greater, and more harmful, illusion. The
illusion of control. That A could do B. But that was false. Com-
pletely. No one can do. Things only happen. (Pynchon 1973, p. 34)

Pynchon’s speaker has concluded that since atoms can’t do anything,
and people are made of atoms, people can’t do anything either, not
really. He is right that there is a difference between doing and mere
happening, and he is right that there is a harmful illusion lurking in
our attempts to understand this difference, but he gets the illusion
backward. It is not the mistake of treating people as if they weren’t
composed of lots of happening atoms (they are), but almost the reverse:
treating atoms as if they were little people doing things (they aren’t). It
arises when we overextend the categories appropriate to evolved agents
onto the wider world of physics. The world of action is the world we
live in, and when we try to impose the perspective of that world back
down onto the world of “inanimate” physics, we create a deeply mis-
leading problem for ourselves.

Getting clear about this aspect of the complex relationship
between fundamental physics and biology sounds terrifying, but for-
tunately, there is a toy version of that relationship that is just what we
need. The difference between a toy and a tool can evaporate if the toy
can help us understand things that are otherwise too complex for us to
keep track of. Science often uses toy models to great advantage.
Nobody has seen an atom, but we all know what an atom “looks like™”:
a tiny solar system, with a nucleus like a tight bunch of grapes sur-
rounded by electrons orbiting every which way in their little halos. This
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familiar friend, the Bohr model (Figure 2.1), is of course hugely over-
simplified and distorted, but for many purposes it’s a great way to think
about the basic structure of matter.

Figure 2.1 Bohr Atom

Becoming just as familiar in our common imagination is the gigantic
Tinkertoy construction of a double helix with lots of rungs, the Crick-
Watson model of the DNA molecule (Figure 2.2). It, too, is a useful
oversimplification.

Figure 2.2 DNA Double Helix
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The French physicist and mathematician Pierre-Simon Laplace gave us
a usefully simple and vivid image of determinism almost two centuries
ago, and it has structured our imaginations, and hence our theories and

debates, ever since.

An intellect which at any given moment knew all the forces that
animate Nature and the mutual positions of the beings that com-
prise it, if this intellect were vast enough to submit its data to
analysis, could condense into a single formula the movement of
the greatest bodies of the universe and that of the lightest atom:
for such an intellect nothing could be uncertain; and the future
just like the past would be present before its eyes. (Laplace 1814)

Give this all-knowing intellect, often known as Laplace’s demon, a com-
plete snapshot of “the state of the universe,” showing the exact loca-
tion (and trajectory and mass and velocity) of every particle at that
instant, and the demon, using the laws of physics, will be able to plot
every collision, every rebound. every near miss in the next instant,
updating the snapshot to vield a new state description of the universe,

and so on, for eternity.

b

t1

Figure 2.3 Laplacean Snapshot

In Figure 2.3, this snapshot zooms in at time 1 on just three of the
atoms in the world, on their various trajectories, and the demon uses
this information to predict the collision and rebound of two of them
at 12, leading to the positions at t3 and so on. A universe is deferminis-
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tic if there are transition rules (the laws of physics) that determine exactly
which state description follows any particular state description. If there
is any slack or uncertainty, the universe is indeterministic.

There are too many fudge factors in this simple vision as it
stands: How exact must a state description be? Must we plot every sub-
atomic particle, and just which properties of the particles need to be
included in the description? We can anchor these slippery factors arbi-
trarily by adopting another simplifying idea, W.V.O. Quine’s (1969)
proposal that we restrict our attention to simple imaginary universes,
which he calls “Democritean” universes, in honor of Democritus, the
most inventive of the ancient Greek atomists. A Democritean universe
consists of some “atoms” moving about in “space.” That’s all. The
atoms in a Democritean universe are not modern atoms full of quan-
tum complexities but truly a-fomic (unsplittable, unsliceable) atoms,
tiny uniform points of matter with no parts at all, rather like those pos-
tulated by Democritus. The space they inhabit must be made ultra-
simple, too, by digitizing it. Your computer screen is a good example of
a digitized plane, a two-dimensional array of hundreds of rows and
columns of tiny pixels, little squares, each of which has, at each instant,
one of a finite set of different colors. We want to digitize a space, a
three-dimensional volume, so we need cubes—uwoxels, in the language
of computer graphics. Imagine a universe composed of an infinite lat-
ticework of tiny cubical voxels, each one either utterly empty or utterly
full (containing exactly one atom). Each voxel has a unique location or
address in the latticework, given by its three spatial coordinates,
1x, 5, z}. Just as every computer color graphics system has a certain range
of values—different shades of color—that each pixel can take on, in a
Democritean universe, every voxel that isn’t empty (value 0) contains
one of a limited number of different types of atoms. It may help to think
of them as different colors, such as gold, silver, black (carbon), yellow
(sulfur). Just as we can define the set of all possible computer-screen
images (for any particular pixel-color system) as the set of all permuta-
nons of fillings of the pixels with the defined colors, we can define the
set of all Democritean-universe moments as the set of all permutations
of fillings of all the voxels in space with the various sorts of atoms.

Now when we want to confront Laplace’s demon with a
“complete” snapshot from which to work, we can say exactly what we
need to provide: a state description of a Democritean universe, which lists
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the values of every voxel at some instant. So part of state description
Sy might read:

at time f:

voxel {2,6,7} = silver,
voxel {2,6,8} = gold,
voxel {2,6,9} =0,

. and so forth.

We don’t have to worry about how “fine-grained” to make our
description, since a Democritean universe has a defined limit, a small-
est difference, and we can compare any two state descriptions of the
universe and discover any corresponding voxels that are differently
occupied. As long as there are a finite number of different elements
(gold, silver, carbon. sulfur . . .) we can put all the state descriptions in
order—alphabeucal order, in effect—by voxel and the element occu-
pying it. State description 1 is the empty universe at time f; state
description 2 is just like 1 excepr for having a single aluminum atom
occupving voxel {0,0,0};state description 3 moves that lone aluminum
atom to voxel {0,0,1}:and so forch, all the way to the last state descrip-
tion (in alphabetical order), in which the universe is filled—every
voxel—with zinc! Now add time, the fourth dimension. Suppose that
at the next “instant,” the gold atom at {2,6,8} in S, moves east one
voxel. Then in Sy, 1,

at time + 1:

voxel {3,6,8} = gold.

Think of each “instant” of time as like a frame of computer anima-
tion, specifying the color or value of each voxel at that instant. This
digitizing of space and time permits us to count differences and simi-
larities, and to say when two universes, or regions or periods of uni-
verses, are exactly alike. A series of state descriptions, one for each
successive “instant,” yields the history of a whole Democritean uni-
verse, for however long that universe lasts—from its Big Bang to its
Heat Death (or whatever replaces these openings and closings in these
imaginary worlds). Inn other words, a Democritean universe is like a 3-D dig-
ital video of some length or other. We can cut time as fine as we like; thirty
frames a second (like a movie) or thirty trillion frames a second,
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depending on our purposes. The size of the voxels is minimal: one indi-
visible atom per voxel, max. Quine proposed a further simplification:
Imagine that the atoms are all alike (rather like electrons), so we can
treat each voxel as either empty (value = 0) or full (value = 1). This
option is just like replacing a color screen with a black-and-white
screen, a simplification good for some purposes, as we shall see, but not
necessary.

How many different ways are there of filling voxels with col-
ors (or just with 0 and 1)? Even when we keep the size of a universe
not just finite but tiny, the number of possibilities gets huge in a hurry.
A universe consisting of just eight voxels (making a two-by-two cube)
and one kind of atom (empty or full, 0 or 1), and lasting only 3
“instants,” has already more than 16 million different variations (2° =
256 different state descriptions, which can be put together in 2567 dif-
ferent series of three). A second’s-worth of the universe contained in
a single sugar cube (at the slow rate of 30 frames a second and taking
the cube to be only a million atoms wide) would be a number of states
beyond imagining.

7

Figure 2.4 Three of the 256 different states of an

8-voxel Democritean universe.

In Darnwin’s Dangerous Idea, 1 introduced the term “Vast” as a
name for numbers that, though finite, are Very much larger than
ASTronomical quantities. I used it to characterize the not-really-
infinite number of books in Jorge Luis Borges’s imaginary Library of
Babel, the set of all possible books, and by extension, the number of
possible genomes in the Library of Mendel, the set of all possible
genomes. | also coined a reciprocal term, “Vanishing,” to characterize,
for instance, the subset of readable books, nearly invisible within the
Library of Babel. Let’s call the set of all possible Democritean universes,
all the logically possible combinations of atoms in space and time, the
Library of Democritus. The Library of Democritus is mind-bogglingly
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large, no matter how tightly we restrict it to a particular finite set of
parameters (types of atoms, durations, etc.). Things get interesting
when we look at particular subsets of the Library. Some universes in
the Library of Democritus are practically empty, and others are full
of stuff: some have lots of change over time and others are static—the
same state description, repeated forever. In some the change is utterly
random—one instant of atomic confetti after another, with individual
atoms flicking in and out of existence—and others show patterns of
regularity and hence predictability. Why do some universes show pat-
terns? Just because the Library of Democritus contains all the logically
possible universes, so every possible pattern whatsoever is to be found
somewhere in it; the only rule is that each state description should be
complete and self-consistent (only one atom to a voxel).

Once we start imposing additional rules about what can be
adjacent to what, and about how different state descriptions should suc-
ceed each other in time, we can get to more interesting subsets of the
Library. For instance, we could prohibit the “annihilation of matter”
by a rule that says that every atom that exists at time t has to exist some-
where at time t + 1, though it can move to a new voxel if that voxel is
unoccupied. This guarantees that the universe never loses an atom as
time passes. (More precisely, we “prohibit” this by just ignoring the
Vastly many universes that don’t obey this rule and restricting our
attention to the Vast but Vanishing subset of those that do obey it
“Consider the set S of universes in which the following rule always
holds. . . .") We could set up a speed limic (rather like the speed of
light) by adding that an atom can move only to a neighboring voxel in
the next instant, or we could permit longer leaps. We could say that
matter can be annihilated—or created—under such-and-such condi-
tions: For instance, we could have the rule that whenever two gold
atoms are stacked one on top of the other, in the next instant they dis-
appear, and in the lower voxel an atom of silver comes into existence.
Such transition rules are tantamount to the fundamental laws of physics
that hold in each imaginary universe, and we can usefully look at sets
of universes in which these regularities are the same, whatever other
differences there might be. Suppose, for instance, that we want to
“hold physics constant” but vary the “initial conditions”—the state of
the universe at its debut instant. We then consider the set of universes
in which a particular transition rule or set of rules always holds but the
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starting-state descriptions are as varied as we like. This is rather like
restricting our attention, in the Library of Babel, to those books writ-
ten in (grammatical) English; there are regularities in the transition from
character to character (“i” before “e” except after “c” . . . and Every ques-
tion begins with a capital letter and ends with a question mark. . . .), but the
topics covered are as varied as can be.

A better analogy between Borges’s Library of Babel and our
Library of Democritus would be the existence, in the Library of Babel,
of Vastly many books that start out just fine—as novels or histories or
chemistry textbooks—but then suddenly degenerate into nonsensical
word salad, typographical gibberish. For every book that can be read
cover to cover for enjoyment and profit, there are Vast numbers of vol-
umes that start out well, with the regularities of grammar, vocabulary,
story line, character development, and so forth that are prerequisite for
making sense, but then degenerate into patternlessness. There 1s no log-
ical guarantee that a book that starts well will continue well. The same
1s true of the Library of Democritus. This was David Hume’s point,
back in the eighteenth century, when he observed that even though the
sun has risen every day so far, there is no contradiction in the supposition
that tomorrow will be different, that the sun will not rise. To translate
his observation into Library of Democritus talk, note that there 1s a set
of universes, A, in which the sun always rises, and there is a set of uni-
verses, B, in which the sun always rises until [say] September 17, 2004,
at which point something else happens. There’s nothing contradictory about
those worlds—they just don’t turn out to “obey” the physics that always
holds in universes in set A. Hume’s point can be put this way: No mat-

ter how many facts you gather about the past of the universe you find
vourself in, you can never prove, logically, that you’re in a universe in

set A, since for each universe in set A, there are Vastly many universes
in set B that are identical to it at every voxel/time up to September 17,
2004, and then diverge in all manner of surprising or fatal directions!
As Hume noted, we expect the physics that has held so far in
our world to hold in the future, but we cannot prove by pure logic that
it will oblige us. We've had conspicuous success discovering regulari-
ties that have held in the past in our universe, and we’ve even learned
how to make real-time predictions, about seasons and tides and falling
objects and what you’ll find if you dig here, or dissect there, or heat
this or mix that with water, and so forth. These transitions are so reg-



34 Freedom Evolves

ular, so unexceptioned in our experience, that we have been able to
codify them and project them imaginatively into the future. So far so
good; it has worked like a charm, but there are no logical guarantees it
will continue to work. Still, we have some reason to believe that we
inhabit a universe in which this process of discovery can go on more or
less indefinitely, vielding ever more specific, reliable, detailed, accurate
predictions based on the regularities we have observed. In other words,
we may take ourselves to be finite, imperfect approximations of
Laplace’s demon, but we can’t prove, logically, that our success will
continue, without presupposing the very regularities whose universal-
ity and eternity we would like to establish. And there are some reasons,
as we shall see. to conclude that there are absolute limits on our capac-
ity to predict the future. Whether these limits have any implications
about our self-image as agents making “free” decisions and choices, for
which we might properly be held responsible, is one of the treacher-
ous questions we need to address, and we are approaching it gingerly,
getting clear about simpler issues first. We’re gradually approaching our
target, determinisn, by closing in on a Vast but Vanishing neighborhood
in the sull Vaster space of logically possible universes.

Some sets of Democritean universes have transition rules that
are determimistic, and some don’t. Consider the set of universes in
which we specify that whenever an atom is surrounded by empty vox-
els 1t has a one-in-thirty-six chance of simply vanishing—otherwise, it
stavs put in the next instant. In such universes it is as if Nature rolled
some dice whenever such an atom got itself isolated in this way; if the
dice come up snake eves, the atom “dies”; otherwise, it lives another
instant and Nature rolls the dice again, unless that atom has just
acquired a neighbor. This would be an indeterministic physics, which
does not specify what happens next in all regards but leaves some of
the transitions to mere probability. Laplace’s demon would have to wait
to see how the dice came up before continuing to predict the future.
Orther sets of universes obey transition rules that leave nothing to
chance, that specify exactly what voxels are occupied by what atoms
in the next moment. These are the deterministic universes. There are,
of course, kazillions of different ways the transition rules for De-
mocritean universes could be deterministic or indeterministic.

How do we tell what transition rules govern a particular De-
mocritean universe? We can stipulate a rule and then consider what we
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must or might find to be true in all possible members of the set obey-
ing the rule, but if we are somehow given a particular Democritean
universe to study, the only thing we can do is examine the entire his-
tory of all its voxels and see what regularities—if any—hold. We can
break the job into natural parts by looking for regularities that hold in
the early going and seeing if they continue to hold all the way forward.
Bearing in mind Hume’s ominous discovery that we can never prove
that the future will be like the past, we can nevertheless set out to find
what regularities we can and make the huge but tempting wager—
what do we have to lose?—that the future will be like the past, that we
are not in one of those bizarre universes that leads us down the garden
path only to disappoint us by going haywire after a longish period of
regularity.

We now have a way of sorting Democritean universes into the
deterministic, the indeterministic, and then all the junk—we might call
these the nihilistic universes in which there is no permanent regularity
of transition at all. Notice that on this construal, all there is to being
deterministic or indeterministic is always exhibiting one sort of regu-
larity or another—either a regularity with ineliminable probabilities
less than one, or a regularity in which all such probability is absent.
There 1s no room, in other words, for the claim that two Democritean
universes are exactly alike at each voxel/time, but one of them is deter-
ministic and the other is indeterministic.'

The difference between deterministic and indeterministic
Democritean universes is now clear, but the best way of understand-
ing just what it means (and what it doesn’t mean!) is to pamper our
overwhelmed imaginations even more and consider a still simpler toy
image of determinism. First, let’s drop from three dimensions to two
(from voxels down to pixels), and let’s also avail ourselves of Quine’s
black-and-white-only option, so that each pixel is either ON or OFF at

1. Indeed, by definition, no fio Democritean universes are exactly alike at each voxel/time.
One of the virtues of Quine’s simplification is that it lets us count universes the same way we
count editions of books: If all the same elements are in the same places at the same times, that
establishes identiry. Quine’s proposed taming of possible worlds also eschews the dubious idea
that we need to know the identity of the individual atoms—not just their type, carbon or
gold—to identify voxel contents from one universe to another. (Maven alert: This is not
standard possible worlds lore; it avoids familiar problems of transworld identity.)
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any instant. We have now landed on the plane where Conway’s Game
of Life spins out its astonishing patterns. This audaciously oversimpli-
fied toy model of determinism was developed in the 1960s by the
British mathematician John Horton Conway. Conway’s Life vividly
illustrates just the ideas we need in a way that requires no technical
knowledge of either biology or physics, and no math beyond the sim-
plest arithmetic.

From Physics to Design in Conway’s Life World

The complexity of a living individual minus its ability to anticipate (in respect of its
environment) equals the uncertainty of the environment minus its sensibility (in
respect of that particular living individual).

—Jorge Wagensberg, “Complexity versus Uncertainty”

Consider, then, a two-dimensional grid of pixels, each of which can
be ON or OFF (full or empty, black or white).” Each pixel has eight
neighbors: the four adjacent cells: north, south, east, and west, and the
four diagonals: northeast, southeast, southwest, and northwest. The
state of the world changes between each tick of the clock according to
the following rule:

Life Physics: For each cell in the grid, count how many of its eight
neighbors is ON at the present instant. If the answer is exactly two,
the cell stays in its present state (ON or OFF) in the next instant. If
the answer is exactly three, the cell is ON in the next instant what-
ever its current state. Under all other conditions the cell is OFE

That’s all. This one simple transition rule expresses the entire
physics of the Life world. You may find it a useful mnemonic crutch
to think of this curious physics in biological terms: Think of cells going
ON as births, cells going OFF as deaths, and succeeding instants as gen-
erations. Either overcrowding (more than three inhabited neighbors)
or isolation (less than two inhabited neighbors) leads to death. But
remember, this is just a crutch for the imagination: the two-three rule

2. This introduction to Life is drawn, with revisions, from Dennett 1991A and Dennett 1995.
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is the basic physics of the Life world. Consider how a few simple start-
ing configurations play themselves out.

A C
D
G I

Figure 2.5 Vertical Flasher

Calculate birth cells first. In the configuration shown in Figure 2.5,
only cells d and f have exactly three neighbors ON (dark cells), so they
will be the only birth cells in the next generation. Cells b and h each
have only one neighbor ON, so they die in the next generation. Cell
¢ has two neighbors ON, so it stays on. So the next instant will look
like this:

A|B|C
G| H|I

Figure 2.6 Horizontal Flasher
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Obviously, the configuration shown in Figure 2.6 will revert
back in the next instant, and this lictle pattern will flip-flop back and
forth indefinitely, unless some new ON cells are brought into the pic-
ture somehow. It is called a flasher or traffic light.

What will happen to the configuration in Figure 2.7¢

Figure 2.7 Square Sull Life

Nothing. Each ON cell has three neighbors ON, so it is reborn just as
it is. No OFF cell has three neighbors ON, so no other births happen.
This configuration is called a still life; there are many different still life
configurations that do not change at all over time.

By the scrupulous application of our single law, one can pre-
dict with perfect accuracy the next instant of any configuration of ON
and OFF cells, and the instant after that, and so forth, so each Life world
Is a deterministic two-dimensional Democritean universe. And to first appear-
ances, it fits our stereotype of determinism perfectly: mechanical, repet-
itive, ON, OFF, ON, OFF for eternity, with never a surprise, never an
opportunity, never an innovation. If you “rewind the tape” and play
out the sequel to any configuration again and again, it will always
come out exactly the same. Boring! Thank goodness we don’t live in
a universe like that!

But first appearances can be deceiving, especially when you're
standing too close to the novelty. When we step back and consider larger
patterns of Life configurations, we are in for some surprises. The flasher
has a two-generation period that continues ad infinitum, unless some



From Physics to Design in Conway's Life World 39

other configuration encroaches. Encroachment is what makes Life interest-
ing. Among the periodic configurations are some that swim, amoeba-like,
across the plane. The simplest is the glider, the five-pixel configuration
(Figure 2.8) shown here taking a single stroke to the southeast:

1 [ L] ‘ [ ] ' [

u I E L]

time 0 time1 time 2 time3 time4

Figure 2.8  Glider

Then there are the eaters, the puffer trains, and space rakes, and a host
of other aptly named denizens of the Life world that emerge as recog-
nizable objects at a new level. In one sense, this new level is simply a
bird’s-eye view of the basic level, looking at large clumps of pixels
instead of individual pixels. But, wonderful to say, Wh"’eﬁ'“}e ascend to-.
this level, we arrive at an instance of what [ have called the design level;

it has its own language, a transparent foreshortening of the tedious

descriptions one could give at the physical level. For instance: '

An eater can eat a glider in four generations. Whatever is being
consumed, the basic process is the same. A bridge forms between
the eater and its prey. In the next generation, the bridge region
dies from overpopulation, taking a bite out of both eater and prey.
The eater then repairs itself. The prey usually cannot. If the
remainder of the prey dies out as with the glider, the prey 1s con-
sumed. (Poundstone 1985, p. 38)

| 1 l |

time 0 time 1 time2 time 3 time 4

Figure 2.9  Eater Eating a Glider
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Notice that something curious happens to our “ontology”—
our catalog of what exists—as we move between levels. At the physi-
cal level there is no motion, only ON and OFE, and the only individual
things that exist, pixels, are defined by their fixed spatial location, {x,
y}- At the design level we suddenly have the motion of persisting
objects; it is one and the same glider (though composed each genera-
tion of different pixels) that has moved southeast in Figure 2.8, chang-
ing shape as it moves; and there is one less glider in the world after the
eater has eaten it in Figure 2.9.

Notice too that whereas at the physical level, there are
absolutely no exceptions to the general law, at the design level our gen-
eralizations have to be hedged: They require “usually” clauses (“the
prey usually cannot” repair itself) or “provided nothing encroaches”
clauses. Stray bits of debris from earlier events can “break™ or “kill”
one of the objects in the ontology at this level. Their salience as real
things is considerable, but not guaranteed. An element of mortality has
been introduced. Whereas the individual atoms—the pixels—flash in
and out of existence, ON and OFE without any possibility of accumu-
lating any changes, any history that could affect their later history,
larger constructions can suffer damage, a revision of structure, a loss or
gain of material that can make a difference in the future. Larger con-
structions might also happen to be improved, made less vulnerable to
later dissolution, by something that happened to them. This historic-
ity is the key. The existence in the Life world of structures that can
grow, shrink, twist, break, move . . . and in general persist over time
opens the floodgates to design opportunities.

Rushing in to explore those opportunities is a worldwide fra-
ternity of Life hackers, hobbyists who delight in testing their ingenu-
ity by devising ever more elaborate arrangements on the Life plane that
do interesting things. (If you want to explore the Life world, you can
download free a fine, user-friendly implementation Life 32 at the Web
site http://psoup.math.wisc.edu/Life32.html. It has a library of inter-
esting configurations, and links to other sites. I require my students to
explore the Life world, because I have learned that it renders vivid and
robust a set of intuitions that are otherwise absent, and helps them think
about these issues. In fact—wonder of wonders—it sometimes leads
them to change their minds about their philosophical positions. So be
careful; it can be addictive fun—and it may lead you to abandon your
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life-defining hatred of determinism!) To become a Life hacker, you
simply ascend to the design level, adopt its ontology, and proceed to
predict—sketchily and riskily—the-behavior of larger configurations or
systems of configuratiens, without bothering to compute the physical level.
You can set yourself the-task of designing some interesting supersys-
tem out of the “parts” that the design level makes available. It takes only
a few minutes to get the hang of it, and who knows what you will be
able to concoct. What would you get if you lined up a bunch of still
life eaters, and then sprayed them with gliders, for instance? After
you've dreamed up your design, you can readily test it; Life 32 will
swiftly inform you of any overlooked problems in your design stance
predictions. You can get a glimpse of the richness of this design level
from a few quotes I once pulled off an excellent Life Web site,
http://www.cs.jhu.edu/~callahan/lifepage. heml#newresults. The Web
site 1s now defunct, sad to say, and don’t bother trying to figure out

these comments; they are just meant to illustrate the way Life hackers
think and talk.

The loaf reacts with all the junk the R-pentomino produces as it
naturally transforms into a Herschel, and miraculously reappears
some time later leaving no debris at all. It is necessary to prevent
the first Herschel glider from hitting the fading remnants of the
reaction, and there 1s no room for an ordinary eater. But luckily
a tub with tail and a block can be used instead.

Dave Buckingham found a faster stable reflector that does not use
Paul Callahan’s special reaction. Instead, the incoming glider hits
a boat to make a B-heptomino, which is converted into a Her-
schel and moved round to restore the boat. A compact form of
the 119-step Herschel conduit is needed here, as is a non-standard
still life to cope with the 64 64 77 conduit sequence.

These Life hackers are playing God in their simplified two-
dimensional universe, trying to design ever more amazing patterns that
will propagate themselves, transform themselves, protect themselves,
move themselves around on the Life plane—in shore, do thmgs i the
world, instead of merely flashing back and forth or, worse, just per-
sisting unchanged for eternity (unless something encroaches). As the
quotations reveal, the problem that confronts anyone who plays God
mn this world is that no matter how nice your initial pattern is, it always
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runs the risk of annihilation, of turning into debris, of being eaten by
an eater, of vanishing without a trace.

If you want your creations to persist, they have to be protected.
Keeping the physics constant (not changing the basic rule of the Life),
the only thing you can play with is the initial state description, but you
have so many to choose from! A set of Life worlds only 1 million pix-
els by 1 million pixels already gives you 2 to the trillionth power of dif-
ferent possible universes to explore—the Library of Conway, a Vast but
Vanishing branch of the much, much Vaster Library of Democritus.
Some of these Life worlds are very, very interesting, but finding them
is harder than hunting for a needle in a haystack. The only way to do
it, since random search is practically hopeless, is to think of the search
as a design problem: How can I construct a Life-form that will do x or do
y or do 27 And once I've designed something that can do x, how can |
protect my fine x-er from harm once I've constructed it? After all, a lot
of precious R&D (research and development) went into designing my
x-er. It would be a shame if it got smashed before it could do its thing.

How can you make things that will last in the sometimes toxic
world of Life? This is an objective, non-anthropomorphic problem.
The underlying physics is the same for all Life configurations, but some
of them, in virtue of nothing but their shape, have powers that other
configurations lack. This is the fundamental fact of the design level. Let
the configurations be as un-human, as un-cognitive, as un-agent-like
as you can muster. If they last, what is it about them that explains this?
A still life is fine until it gets plowed into. Then what happens? Can it
restore itself somehow? Something that can nimbly move out of the
way might be better, but how can it get any advance warning of incom-
ing missiles? Something that can eat the incoming debris and profit
from it might be better yet. But the rule 1s: Anything that works is fine.

- Under that rule, what emerges is sometimes strikingly agent-like, but
this may be more a function of a bias in our imagination—like seeing
animals in the clouds just because we have lots of animal “templates”
in our visual memory—than because it is necessary. In any case, we
know a set of tricks that work: a set of tricks that is strongly reminis-
cent of our own biology. The physicist Jorge Wagensberg has recently
argued that this resemblance to life as we know it is no accident. In an
essay that does not mention Conway Life, he develops definitions of
information, uncertainty, and complexity from which he can derive
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measures of “independence with respect to the uncertainty of the
environment” and use these to show that persistence, or what he calls
“keeping an identity,” in a complex environment depends (probabilis-
tically) on various ways of maintaining “independence”—and these
ways include such “passive” measures as “simplification” (like seeds and
spores), hibernation, isolation (behind shields and shelters), and sheer
size, and above all, the “active” measures that require anticipation. “A
biota progresses in a particular environment if the new state of the biota
is more independent in respect of the uncertainty of that environment”
(Wagensberg 2000, p. 504).

A wall is sometimes a good bargain, if it is strong enough so
that nothing can smash it. (Nothing? Well, nothing smaller than G, the
most gigantic projectile we've thrown at it yet.) A wall just sits there
and takes a beating, not doing anything. A mobile protector, on the
other hand, must either move in a fixed trajectory, like a sentry march-
ing around the perimeter of a camp; or in a random trajectory, like the
swimming-pool vacuum-sweepers that prowl at random, cleaning the
walls; or in a guided trajectory that depends on its obtaining some
information about the environment through which it moves. A wall
that can repair itself is another interesting possibility, but much harder
to design than a static wall. These fancier designs, the designs that can
take steps to improve their chances, can get quite expensive, since they
depend on reacting to information about their circumstances. Their
immediate surroundings (the eight neighbors around each pixel) are
more than informative—they are utterly determining; it is “too late to
do anything” about a collision that has begun. If you want your cre-
ation to be able to avoid some impending harm, it is going to have to
be designed either to do the right thing “automatically” (the thing it
always does) or to have some way of anticipating it, so that it can be
(designed to be) guided by some harbinger or other down a better path.

This is the birth of avoidance; this is the birth of prevention, pro-
tection, guidance, enhancement, and all the other fancier, more expen-
sive sorts of action. And right at the moment of birth, we can discern
the key distinction we will need later on: Some kinds of harms can, in
principle, be avoided, and some kinds of harms are unavoidable, or
inevitable, as we say. Advance warning is the key to avoidance, and this
1s strictly limited in the Life world by the “speed of light,” which is
(for all practical purposes) the speed at which simple gliders can swim
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diagonally across the plane. Gliders, in other words, could be the pho-
fons, the light particles, in the set of Life universes, and reacting-to-a-glider
could be a way of turning a mere collision or encroachment into an
informing, a simplest case of noticing or discriminating. We can see why
it is that calamities that arrive at the speed of light must “blindside™ any
creations they encounter; they are truly inevitable. Slower-moving
problems can, in principle, be predicted by any Life-form that can
extract guidance from the incoming rain of gliders (or other, slower
sources of information) and adjust itself appropriately. It may pick up
information about what to expect from other things it encounters, but
only if there is information in those patterns that is predictive of pat-
terns elsewhere, or at other times. In a totally chaotic, unpredictable
environment, there is no hope of avoidance except sheer blind luck.
Notice that I have been intermixing two distinct information-
gathering processes in this discussion, which now need to be more
clearly separated. First, there is the activity of our hacker Gods, who are
free to cast their eyes and minds over huge manifolds of possible Life
worlds, trying to figure out what will tend to work, what will be robust
and what will be fragile. For the time being, we are supposing that
they are truly God-like in their “miraculous” interactions with the Life
world—they are not bound by the slow speed of glider-light; they can
intervene, reaching in and tweaking the design of a creation whenever
thev like, stopping the Life world in mid-collision, undoing the harm
and going back to the drawing board to create a new design. Wherever
they can foresee a source of difficulty they can set themselves the task of
designing a way of countering it. Their creations will be the unwitting,
foresightless beneficiaries of the foresight of the hacker Gods, who have
designed them to thrive in just such circumstances. Hacker Gods have
their limitations, however, and will economize whenever they can. For
instance, they might interest themselves in such questions as: What 1s
the smallest Life-form that can protect itself from harm x or harm y,
under conditions = (but not under conditions w)? After all, gathering
information and putting it to use is a costly, time-consuming process,
even for a hacker God. The second possibility is the prospect of the
hacker Gods designing configurations that do their own information
gathering, locally, bound by the physics of the world they inhabit.
Expect that any finite creation that uses information will be thrifty,
keeping only what it (probably) needs or (probably) can use, given the
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vicissitudes in its neighborhood. After all, the hacker God who designs
it wants to make it robust enough to fend for itself not in all possible
Life worlds but only in any of the set of Life worlds it has some prob-
ability of encountering. Such a creation will, at best, be in a position to
act as if it knew it was living in a particular sort of neighborhood, fend-
ing off a particular sort of harm or securing a particular sort of benefit,
instead of acting as if it knew exactly which Life universe it inhabited.
Speaking of these smallest avoiders as if they “knew” anything
at all involves a large dose of poetic license, since they would be about
as close to clueless as you can imagine—they are much simpler than a
real-world bacterium, for instance—but it is still a useful way of keep-
ing track of the design work that has gone into them, giving them
capabilities to do things that any randomly assembled clumps of pixels
of about the same size would lack. (Of course, “in principle”—as
philosophers love to say—a Cosmic Accident could produce exactly
the same constellation of pixels with exactly the same capabilities, but
this is an utterly negligible possibility, beyond improbability. Only
expensively designed things can do things in the interesting sense.)
Enriching the design stance by speaking of configurations as if
they “know” or “believe” something, and “want” to accomplish some
end or other is moving up from the simple design stance to what I call
the intentional stance. Qur simplest doers have been reconceptualized as
rational agents or intenfional systems, and this permits us to think about
them at a still higher level of abstraction, ignoring the details of just
how they manage to store the information they “believe” and how
they manage to “figure out” what to do, based on what they “believe”
and “want.” We just assume that however they do it, they do it ration-

ally—they draw the right conclusions about what to do next from the
information they have, given what they want. It makes life blessedly i
easier for the high-level designer, just the way it makes life easier for -
us all to conceptualize our friends and neighbors (and enemies) as |

intentional systems.

We can move back and forth between the hacker God per-
spective and the “perspective” of the hacker God’s creations. Hacker
Gods have their reasons, good or bad, for designing their creations the
way they did. The creations themselves can be clueless about these rea-
sons, but they are the reasons those features exist, and if the creations
persist, it will be thanks to those features. If, beyond that, the creations
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have been designed to gather information to use in action guidance,
the situation becomes more complicated. The simplest possibility is
that a hacker God has designed a repertoire of reaction-tricks that tend
to work well in the environments encountered, analogous to the IRMs
(Innate Releasing Mechanisms) and FAPs (Fixed Action Patterns) that
ethologists have identified in many animals. Gary Drescher (1991) calls
this architecture a situation-action machine and contrasts it with the more
expensive, more complex choice machine, in which the individual cre-
ation generates its own reasons for doing x or y, by anticipating proba-
ble outcomes of various candidate actions and evaluating them in terms
of the goals it also represents (since these goals can change over time,
in response to new information gathered). If we ask “at what point”
the designer’s reasons become the designed agent’s reasons, we may
find that there is a seamless blend of intermediate steps, with more and
more of the design work off-loaded from designer to designed agent.
One of the beauties of the intentional stance is that it allows us to see
clearly this shift in the distribution of “cognitive labor” between the
originating design process and the efforts of the thing designed.

All this fanciful talk about configuradons of Life-pixels as
rational agents may strike you as outrageous overstatement, a blatant
attempt by me to pull the wool over your eyes. It’s time for a sanity
check: Just how much, in principle, can a designed constellation of
Life-pixels do, given glider-discrimination and its kin as the “mole-
cules” of the design level, the fundamental building blocks of higher-
level Life-forms? This is the question that inspired Conway to create
the Game of Life in the first place, and the answer he and his students
came up with is staggering. They were able to prove that there are Life
worlds—they sketched one of them—within which there is a Univer-
sal Turing Machine, a two-dimensional computer that in principle can
compute any computable function. It was far from easy, but they
showed how they could “build” a working computer out of simpler
Life-forms. Glider streams can provide the input-output “tape,” for
mnstance, and the tape-reader can be some huge assembly of eaters,
gliders, and other bits and pieces. What this means is mind-boggling:
Any program that can run on any computer could, in principle, run
in the Life world on one of these Universal Turing Machines. A ver-
sion of Lotus 1-2-3 could exist in the Life world;so could Tetris or any
other video game. So the information-handling ability of gigantic Life-
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forms is equivalent to the information-handling ability of our real
three-dimensional computers. Any competence you can “put on a
chip” and embed in a 3-D contraption can be perfectly mimicked by
a similarly embedded Life constellation in a still larger Life-form in two
dimensions. We know it exists in principle. All you have to do is find
it—that is to say, all you have to do is design it.

Can We Get the Deus ex Machina?

Now it is time to ask whether we might eliminate the miracle-working
hacker Gods from our picture, replacing their ingenious design efforts
with evolution within the Life world itself. Is there any Life world, of any
size, in which the sorts of human R&D just described are carried on
by natural selection? More precisely, are there configurations of the Life
world such that, if you started the world in one of them, it would even-
tually do all the work of the hacker Gods, gradually discovering and
propagating better and better avoiders? This move, to an evolutionary
perspective, carries with it a family of ideas that can seem paradoxical
or self-contradictory from our everyday perspective, and it takes some
strenuous exercise of thought to get comfortable with the transitions
between the two perspectives. One of Darwin’s earliest critics saw
what was coming and could scarcely contain his outrage:

In the theory with which we have to deal, Absolute Ignorance is
the artificer; so that we may enunciate as the fundamental prin-
ciple of the whole system, that, IN ORDER TO MAKE A PERFECT
AND BEAUTIFUL MACHINE, IT IS NOT REQUISITE TO KNOW HOW
TO MAKE IT. This proposition will be found, on careful examina-
tion, to express, in condensed form, the essential purport of the
Theory, and to express in a few words all Mr. Darwin’s meaning;
who, by a strange inversion of reasoning, seems to think Absolute
Ignorance fully qualified to take the place of Absolute Wisdom
in all the achievements of creative skill. (MacKenzie 1868, p. 217)

MacKenzie identifies what he calls a “strange inversion of rea-
soning,” and he is right on all counts. The Darwinian revolution is
wdeed an inversion of everyday reasoning in several regards, and it is, for
hat reason, strange: a_foreign language, full of traps for the unwary, even



48 Freedom Evolves

after considerable practice, all the more so because there are so many terms
that are what linguists call false friends—terms that seem to be cognates or
synonyms of terms from your mother tongue but differ in treacherous
ways. One man’s Gift is another man’s poison; one man’s chair is another
man’s flesh. (Hint: Look in German—English and French-English dic-
tionaries.) In the case of the Darwinian perspective, the problem of false
friends is exacerbated because the terms that invite confusion are, in fact,
closely related and relevant to each other—but just not quite the same.
When we invert the top-down perspective of tradition and look at cre-
ation from the bottom up, we see intelligence arising from “intelligence,”
sight being created by a “blind watchmaker,” choice emerging from

“choice,” deliberate voting from mindless “voting,” and so on. There will
be lots of scare-quotes in the explanations to come! We will see—talk

about paradox'—how a whole can Bcrij‘ib'féﬂée than its parts.

So the straightforward technical question of whether an evo-
lutionary process could replace the effort of the hacker Gods in the Life
world has some far-reaching implications. Moreover, the answer has
some curious twists in it. In such a Life world, there would have to be
self-reproducing entities, and we do know that they can exist, since
Conway and his students embedded their Universal Turing Machine in
just such a contraption. They devised the Game of Life, in fact, in order
to explore John von Neumann’s pioneering thought-experiments
abourt self-reproducing automata, and they succeeded in designing a
self-reproducing structure that would populate the empty plane with
ever more copies of itself, rather like bacteria in a petri‘dish, each one
containing a Universal Turing Machine. What does this machine look
like? Poundstone calculates that the whole construction would be on

the order of 10" pixels.

Displaying a 10" -pixel pattern would require a video screen about
3 million pixels across at least. Assume the pixels are 1 millimeter
square (which is very high resolution’ by the standards of home
computers). Then the screen would have to be 3 kilometers
(about two miles) across. It would have an area about six times
that of Monaco.

3. When Poundstone was writing (1985) this was very high, but today it would be low. The
pixels on my laptop are almost four times smaller, so the whole screen at that resolution

would be somewhat less than 1 kilometer across. Still a big screen.



Can We Get the Deus ex Machina? 49

Perspective would shrink the pixels of a self-reproducing pat-
tern to invisibility. If you got far enough away from the screen so
that the entire pattern was comfortably in view, the pixels (and
even the gliders, eaters and guns) would be too tiny to make out.
A self-reproducing pattern would be a hazy glow, like a galaxy.
(Poundstone 1985, pp. 227-28)

In other words, by the time you have built up enough pieces into
something that can reproduce itself (in a two-dimensional world) it is
roughly as much larger than its smallest bits as an organism is larger than
its atoms. That shouldn’t surprise us. You probably can’t do it with any-
thing much less complicated, though this has not been strictly proven.
But selt-reproduction is not enough by itself. We also need
mutation, and adding this is going to be surprisingly expensive. In his
book Le Ton Beau de Marot (1997), Douglas Hofstadter draws attention
to the role of what he calls spontancous intrusions into any creative
process, whether it 15 achieved by the exertions of a human artist or
inventor or scientist, or by natural selection. Every increment of design
in the universe begins with a moment of serendipity, the undesigned
intersection of two trajectories that yield something that turns out, ret-
rospectively, to be more than a mere collision. We have seen how
collision-detection is a fundamental capacity that can be made avail-
able to Life-forms, and indeed how collision is a major problem fac-
g all Life hackers, but how much collision can we afford in our Life
worlds? This turns out to be a serious problem when we set out to add
mutation to the self-replication powers of Life configurations.
Computer simulations of evolution abound, and show us the
power of natural selection to create strikingly effective novelties in
remarkably short periods of time in one virtual world or another, but
they are always, perforce, orders of magnitude simpler than the real
world, because they are always much more quier. What happens in a
virtual world is only what the designer specifies to happen. Consider
a typical difference between virtual worlds and real worlds: If you set
out to make a real hotel, you have to put a lot of time, energy, and
materials into arranging matters so that the people in adjacent rooms
can’t overhear each other; if you set out to make a virtual hotel, you
get that insulation for free. In a virtual hotel, if you want the people in
adjacent rooms to be able to overhear each other, you have to add that
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capacity. You have to add nen-insulation. You also have to add shad-
ows, aromas, vibration, dirt; footprints, and wear-and-tear. All these
non-functional features come for free in the real, concrete world—and
they play a crucial role in evolution. The-open-endedness of evolution
by natural selection depends on the extraordinary richness of the real
world, which constantly provides new undesigned elements that can be
serendipitously harnessed, once in a blue moon, into new design ele-
ments. To take the simplest case, can there be enough interference in
the world to produce an appropriate number of mutations without, in
the process, simply breaking the whole reproductive system? The
reproductive system of Conway’s Universal Turing Machine was noise-
free, making perfect copies every time. There was no provision for
mutation at all, no matter how many copies of itself it produced. Could
a still larger, more ambitious self-reproducing automaton be designed
that could allow for the occasional unblocked glider to arrive, like a
cosmic ray, and produce a mutation in the genetic code being copied?
Can a two-dimensional Life world be noisy enough to support open-
ended evolution, while still quiet enough to permit the designer parts
to do their good work unassailed? Nobody knows.

It is an interesting fact that by the time you specify Life worlds
that are complex enough to be candidates for such capacities, they are
much too complex to run in simulation. Noise and debris can always
be added to a model, but it has the effect of squandering the efficiency
that makes computers such great tools in the first place. So there is a
sort of homeostasis or self-limiting equilibrium here. The very simplic-
ity, the oversimplicity, of our models can prevent them from modeling
the things we are most interested in, such as creativity, either by a human
artist or by natural selection itself, since in both cases that creativity feeds
on the very complexity of the real world. There is nothing mysterious
or even puzzling about this, no whift of strange new complexity-forces
or unpredictable-in-principle emergence; it is simply an everyday, prac-
rical fact that computer modeling of creativity confronts diminishing
returns because in order to make your model more open-ended, you
have to make your model more concrete. It has to model more and
more of the incidental collisions that impinge on things in the real
world. Encroachment is, indeed, what makes life interesting.

So it 1s unlikely that we can ever prove by construction that some-
where in the Vast reaches of the Life plane, there are configurations that
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mimic the full open-endedness of natural selection. Still, we can con-
struct the parts piecemeal, providing the important existence proofs
we need. Yes, there exist such configurations as Universal Turing
Machines, and self-protective persisters, and reproducers, and limited
evolutionary processes. Formal arguments such as Wagensberg’s (and
Conway’s and Turing’s) take us beyond construction to fill in the gaps
of impracticality, so we can say with some confidence that our toy
deterministic world is one in which all the necessary ingredients exist
for the evolution of . . . avoiders! This proposition is what we need to
break the back of the cognitive illusion that yokes determinism with
nevitability. But before turning to this, it will help to return from toy-
land to reality, to see what we know about the evolution of avoidance
on our planet.

From Slow-motion Avoidance to Star Wars

We know that in the early days—the first few billion years—of life on
this planet, self-protective designs emerged, thanks to the slow and
non-miraculous process of natural selection. It took on the order of
I billion years of replication for the simplest life-forms to work out the
best designs—still susceptible to revision today, of course—for the basic
processes of replication. Along the way there was much avoidance and
prevention, but at a pace much too slow to appreciate unless we artifi-
cially speed it up in imagination. For instance, the incessantly
exploratory process of natural selection occasionally spewed forth
counterproductive DNA sequences, parasitic genes or transposons, that
hitched a free ride on the genomes of early life-forms, contributing
nothing to the well-being of those life-forms but just cluttering up
their genomes with extra copies (and copies of copies of copies) of
themselves. These parasites created a problem; something had to be
done. And in due course the incessantly exploratory process of natural
selection, by a more or less exhaustive search, “found” a solution (or
two, or more): designs for structures in the valuable, constructive parts
of genomes that prevented the excessive flourishing of these parasites,
wounteracting their actions with reactions, and so forth. The parasitic genes
reacted in turn to this new development by a counterthrust of their
own, developed over many hundreds or thousands or millions of gen-
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An innocent form of emergence—what I call "weak emergence"—is
now a commonplace in a thriving interdisciplinary nexus of scientific
activity—sometimes called the "sciences of complexity"—that include
connectionist modelling, non-linear dynamics (popularly known as "chaos"
theory), and artificial life.! After defining it, illustrating it in two contexts,
and reviewing the available evidence, I conclude that the scientific and
philosophical prospects for weak emergence are bright.

Emergence is a tantalizing topic because examples of apparent
emergent phenomena abound. Some involve inanimate matter; e.g., a
tornado is a self-organizing entity caught up in a global pattern of behavior
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that seems to be autonomous with respect to the massive aggregation of air
and water molecules which constitute it. Another source of examples is the
mind; our mental life consist of an autonomous, coherent flow of mental
states (beliefs, desires, etc.) that presumably somehow ultimately arise out of
the swarm of biochemical activity among our brain's neurons. Life is a third
rich source of apparent emergence. For example, the hierarchy of life
embraces ecosystems composed of organisms, which are composed of organs,
which are composed of cells, which are composed of molecules, but each level
in this hierarchy exhibits behavior that seems autonomous with respect to
the behavior found at the level below.

These examples highlight two admittedly vague but nevertheless
useful hallmarks of emergent phenomena:

(1) Emergent phenomena are somehow constituted by, and
generated from, underlying processes.
(2) Emergent phenomena are somehow autonomous from
underlying processes.
If we place these hallmarks against a backdrop of abundant apparently
emergent phenomena, it is clear why emergence is a perennial philosophical
puzzle. At worst, the two hallmarks seem to make emergent phenomena
flat-out inconsistent. At best, they still raise the specter of illegitimately
getting something from nothing.

So, aside from precisely defining what emergence is, any philosophical
defense of emergence should aim to explain—ideally, explain away—its
apparently illegitimate metaphysics. Another important goal should be to
show that emergence is consistent with reasonable forms of materialism. But
perhaps the most important goal should be to show that emergent properties
are useful in empirical science, especially in accounts of those phenomena
like life and mind that have always seemed to involve emergence. A defense
of emergence will be secure only if emergence is more than merely a
philosophical curiosity; it must be shown to be a central and constructive
player in our understanding of the natural world.

I will argue that weak emergence (defined below) meets these three
goals: it is metaphysically innocent, consistent with materialism, and
scientifically useful, especially in the sciences of complexity that deal with life
and mind. But first I will briefly illustrate the scientific irrelevance
characteristic of stronger, more traditional conceptions of emergence.

Problems with Strong Emergence.

To glimpse the problems with stronger forms of emergence, consider the
conception of emergence defended by Timothy O'Conner (1994). O'Conner's
clearly articulated and carefully defended account falls squarely within the
broad view of emergence that has dominated philosophy this century. His



definition? is as follows: Property P is an emergent property of a
(mereologically-complex) object O iff P supervenes on properties of the parts
of O, P is not had by any of the object's parts, P is distinct from any structural
property of O, and P has a direct ("downward") determinative influence on
the pattern of behavior involving O's parts.

The pivotal feature of this definition, to my mind, is the strong form of
downward causation involved. O'Conner (pp. 97f) explains that he wants

to capture a very strong sense in which an emergent's causal influence
is irreducible to that of the micro-properties on which it supervenes; it
bears its influence in a direct 'downward' fashion, in contrast to the
operation of a simple structural macro-property, whose causal
influence occurs via the activity of the micro-properties which
constitute it.

I call O'Conner's notion "strong" emergence to contrast it with the
weaker form of emergence, defended below, that involves downward
causation only in the weak form created by the activity of the micro-
properties that constitute structural macro-properties.

It is worth noting that strong emergence captures the two hallmarks of
emergence. Since emergent phenomena supervene on underlying processes,
in this sense the underlying processes constitute and generate the emergent
phenomena. And emergent phenomena are autonomous from the
underlying processes since they exert an irreducible form of downward causal
influence. Nevertheless, strong emergence has a number of failings, all of
which can be traced to strong downward causation.

Although strong emergence is logically possible, it is uncomfortably
like magic. How does an irreducible but supervenient downward causal
power arise, since by definition it cannot be due to the aggregation of the
micro-level potentialities? Such causal powers would be quite unlike
anything within our scientific ken. This not only indicates how they will
discomfort reasonable forms of materialism. Their mysteriousness will only
heighten the traditional worry that emergence entails illegitimately getting
something from nothing.

But the most disappointing aspect of strong emergence is its apparent
scientific irrelevance. O'Conner finds evidence that strong emergence is
useful in the empirical sciences in "the recent proposals of macro-
determinitive influence on lower-level sub-structure by Polanyi and Sperry
with respect to embryonic cells and consciousness, respectively" (p. 99). But
these references to Polanyi and Sperry provide little evidence of the empirical
viability of strong emergence unless they refer to a flourishing scientific
research program. Our doubts about this should be raised when we note that
in the recent philosophical literature on emergence (including O'Conner) all

20'Conner adapts Kim's notion of "strong supervenience" (Kim 1990)
and Armstrong's definition of structural property (Armstrong 1978).



citations are to the same Polanyi and Sperry papers, which generally date back
twenty five years. This is not the trail left by a thriving research program.
Strong emergence is perhaps compatible with current scientific knowledge.
But if Sperry and Polanyi are the best defense of strong emergence's empirical
usefulness, then its scientific credentials are very weak. We should avoid
proliferating mysteries beyond necessity. To judge from the available
evidence, strong emergence is one mystery which we don't need.

Weak emergence contrasts with strong emergence in this respect;
science apparently does need weak emergence. Fortunately, there are no
mysteries like irreducible downward causation in weak emergence, to which
we will now turn.

Definition of Weak Emergence.

Weak emergence applies in contexts in which there is a system, call it S,
composed out of "micro-level" parts; the number and identity of these parts
might change over time. S has various "macro-level" states (macrostates)
and various "micro-level" states (microstates). S's microstates are the
intrinsic states of its parts, and its macrostates are structural properties
constituted wholly out of its microstates.? Interesting macrostates typically
average over microstates and so compresses microstate information. Further,
there is a microdynamic, call it D, which governs the time evolution of S's
microstates. Usually the microstate of a given part of the system at a given
time is a result of the microstates of "nearby" parts of the system at preceding
times; in this sense, D is "local". Given these assumptions, I define weak
emergence as follows:

Macrostate P of S with microdynamic D is weakly emergent iff P can
be derived from D and S's external conditions but only by
simulation.4

3The macrostate P might fall into a variety of categories. It might be a
property of S, possibly one involving various other macrostates of S; it might
be some phenomenon concerning S, possibly involving a variety of S's other
macrostates; it might be a pattern of S's behavior, possibly including other
macrostates of S. There are also more complicated cases, in which the
macrostate is "supple” or "fluid", and the structural definition of the
macrostate might be infinitely long. This latter issue is developed in Bedau
(1995¢).

4This definition is explicitly restricted to a given macrostate of a given
system with a given microdynamic. This is the core or focal notion in a
family of related notions of weak emergence, all others of which would be
defined by reference to the core notion and would crucially invoke
underivability without simulation. For example, one can speak of a weak
emergent law when it is a law that a given macrostate of a given system with
a given microdynamic is weakly emergent from a range of initial conditions;



Conditions affecting the system's microstates are "external" if they are
"outside" the system. If D is deterministic and the system is closed, then there
is just one external condition: the system's initial condition. Every
subsequent microstate of the system is determined by elements inside the
system (the microdynamic D and the system's microstates). If the system is
open, then another kind of "external" condition is the contingencies of the
flux of parts and states through S. If the microdynamic is nondeterministic,
then each accidental effect is an "external" condition. With external
conditions understood in this fashion, it is coherent to speak of macrostates
being "derivable" from external conditions even in nondeterministic
systems.

Although perhaps unfamiliar, the idea of a macrostate being derived
"by simulation” is straightforward and natural. Given a system's initial
condition and the sequence of all other external conditions, the system's
microdynamic completely determines each successive microstate of the
system. To simulate the system one iterates its microdynamic, given a
contingent stream of external conditions as input. Since the macrostate P is a
structural property constituted out of the system's microstates, the external
conditions and the microdynamic completely determine whether P
materializes at any stage in the simulation. By simulating the system in this
way one can derive from the microdynamic plus the external conditions
whether P obtains at any given time after the initial condition. What
distinguishes a weakly emergent macrostate is that this sort of simulation is
required to derive the macrostate's behavior from the system's
microdynamic. Crutchfield et al. (1986, p. 49) put the essential point especially
clearly: the algorithmic effort for determining the systems behavior is roughly
proportional to how far into the future the system's behavior is derived. It is
obvious that the algorithmic effort required for a simulation is proportional
to how far into the future the simulation goes.

this law is underivable without simulations across many initial conditions.
Similarly, one can speak of a weak emergent pattern involving a range of
suitably related macrostates, microdynamics, or systems, but I will not attempt
here to define weak emergence in this whole family of contexts. The guiding
strategy behind these definitional extensions is reasonably clear. The range of
new contexts for weak emergence is limited only by our imagination.

It is worth at least mentioning that the notion of underivability
without simulation provides another dimension along which notions of
weak emergence can vary. There is a range of more or less stringent
conditions. For example, consider a macrostate that in principle is derivable
without simulation, yet the derivation uses vastly more resources (e.g.,
"steps") than any human could grasp; or consider a macrostate that is
derivable (only) by simulation but the simulation is infinitely long. I will not
elaborate on this dimension here. The paradigm of weak emergence
involves underivability except by finite simulation.



The need for simulations in the study of low-dimensional chaos has
been emphasized before (see, e.g., Crutchfield et al. 1986, Stone 1989, Kellert
1993). Weak emergence has a special source in this kind of chaos: exponential
divergence of trajectories, also known as sensitive dependence on initial
conditions or "the butterfly effect”. This particular mechanism does not
underlie all forms of weak emergence, though. On the contrary, weak
emergence seems to rampant in all complex systems, regardless of whether
they have the underlying mechanisms that produce chaos. In fact, some
include weak emergence as part of the definition of what it is to be a complex
adaptive system in general (Holland 1992). Indeed, it is the ubiquity of weak
emergence in complex systems that makes weak emergence especially
interesting.

Derivations that depend on simulations have certain characteristic
limitations. First, they are massively contingent, awash with accidental
information about the system's components and external conditions. The
derivations can be too detailed and unstructured for anyone to be able to
"survey" or understand how they work. The derivations also can obscure
simpler macro-level explanations of the same macrostates that apply across
systems with different external conditions and different microdynamics. But
none of this detracts from the fact that all of the system's macrostates can be
derived from its microdynamic and external conditions with a simulation.

The modal terms in this definition are metaphysical, not
epistemological. For P to be weakly emergent, what matters is that there is a
derivation of P from D and S's external conditions and any such derivation is
a simulation. It does not matter whether anyone has discovered such a
derivation or even suspects that it exists. If P is a weakly emergent, it is
constituted by, and generated from, the system's underlying microdynamic,
whether or not we know anything about this. Our need to use a simulation is
due neither to the current contingent state of our knowledge nor to some
specifically human limitation or frailty. Although a Laplacian
supercalculator would have a decisive advantage over us in simulation
speed, she would still need to simulate. Underivability without simulation is
a purely formal notion concerning the existence and nonexistence of certain
kinds of derivations of macrostates from a system's underlying dynamic.

Weak Emergence in the Game of Life.

A good way to grasp the concept of weak emergence is through examples.

One of the simplest source of examples is the Game of Life devised more than
a generation ago by the Cambridge mathematician John Conway and
popularized by Martin Gardner.> This "game" is "played" on a two-
dimensional rectangular grid of cells, such as a checker board. Time is

5See Berlekamp et al. (1982) and Gardner (1983). An excellent
introduction to the intellectual delights of Conway's Game of Life is
Poundstone (1985).



discrete. A cell's state at a given time is determined by the states of its eight
neighboring cells at the preceding moment, according to the birth-death rule:
A dead cell becomes alive iff 3 neighbors were just alive, and a living cell dies
iff fewer than 2 or more than 3 neighbors were just alive. (Living cells with
fewer than two living neighbors die of "loneliness", those with more than
three living neighbors die of "overcrowding", and a dead cell becomes
populated by a living cell if it has the three living neighbors needed to
"breed" a new living cell.) Although Conway's Game of Life does not
represent the state of the art of scientific attempts to understand complex
systems, it is a well-known and exquisitely simple illustration of many of the
principles of complexity science, including weak emergence, and it illustrates
a class of systems—so called "cellular automata"—that are one central
paradigm for how to understand complexity in general (see, e.g., Wolfram
1994).

One can easily calculate the time evolution of certain simple Life
configurations. Some remain unchanging forever (so-called "still lifes"),
others oscillate indefinitely (so-called "blinkers"), still others continue to
change and grow indefinitely. Figure 1 shows seven time steps in the history
of six small initial configurations of living cells; some are still lifes, others are
blinkers. Examining the behavior of these initial configurations allows one
to derive their exact behavior indefinitely far into the future. More complex
patterns can also be produced by the simple birth-death rule governing
individual cells. One simple and striking example—dubbed the "glider",
shown as (f) in Figure 1—is a pattern of five living cells that cycles through
four phases, in the processes moving one cell diagonally across the Life field
every four time steps. Some other notable patterns are "glider
guns'—configuration that periodically emit a new glider—and
"eaters"—configurations that destroy any gliders that collide with them.
Clusters of glider guns and eaters can function in concert just like AND, OR,
NOT, and other logic gates, and these gates can be connected into complicated
switching circuits. In fact, Conway proved (Berlekamp et al. 1982) that these
gates can even be cunningly arranged so that they constitute a universal
Turing machine, and hence are able to compute literally every possible
algorithm, or, as Poundstone vividly puts it, to "model every precisely
definable aspect of the real world" (Poundstone 1985, p. 25).

There is no question that every event and pattern of activity found in
Life, no matter how extended in space and time and no matter how
complicated, is generated from the system's microdynamic—the simple birth-
death rule. Every event and process that happens at any level in a Life world
can be deterministically derived from the world's initial configuration of
states and the birth-death rule. It follows that a structural macrostate in Life
will be weakly emergent if deriving its behavior requires simulation. Life
contains a vast number of macrostates that fill this bill. Some are not
especially interesting; others are fascinating. Here are two examples.
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Figure 1. Seven time steps in the evolution of some simple configurations in the Game of Life.
Configuration (a) is a "fuse" burning at both ends; after two time steps it is entirely consumed
and no life remains. Configuration (b), a still life called the "block", never changes.
Configuration (c), a "traffic light", is a blinker with period two. Configuration (d) evolves
after two time steps into the "beehive," another still life. Configuration (e) evolves after five
time steps into a period two blinker consisting of four traffic lights. Configuration (f) is a
glider, a period four pattern that moves diagonally one cell per period.



R pentomino growth. The R pentomino is a wildly unstable five-cell
edge-connected pattern. Figure 2 shows the first seven time steps in the
evolution of the R pentomino; Figure 3 shows the pattern at time step 100
(above) and time step 150 (below). Listen to part of Poundstone's description
(1985, p. 33) of what the R pentomino produces: "One configuration leads to
another and another and another, each different from all of its predecessors.
On a high-speed computer display, the R pentomino roils furiously. It
expands, scattering debris over the Life plane and ejecting gliders."
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Figure 2. The first seven time steps in the evolution of the R pentomino (the figure at time 0),
showing slow and irregular growth.



Figure 3. Above: The R pentomino after 100 timesteps. The configuration contains five blocks, a
traffic light, a glider, and some unstable clusters of cells. Below: The R pentomino after 150
timesteps. The configuration now includes three blocks, a traffic light, two gliders, and some
unstable clusters of cells. The pattern continues to grow steadily but irregularly.



Indefinite growth (i.e., increase in number of living cells) is a structural
macrostate constituted by the cells in Life.6 Does the R pentomino (on an
infinite Life grid) grow indefinitely? Some Life configurations do grow
forever, such as glider guns, which continually spawn five-cell gliders that
glide off into the indefinite distance. So, if the R pentomino continually
ejects gliders that remain undisturbed as they travel into the infinite distance,
for example, then it would grow forever. But does it? There is no simple way
to answer this question. As far as anyone knows, all we can do is let Life
"play" itself out when given the R pentomino as initial condition, i.e.,
observe the R pentomino's behavior. As it happens (Poundstone 1985, p. 35),
after 1103 time steps it settles down to a stable state that just fits into a 51-by-
109 cell region. Thus, the finite bound of the R pentomino is a weak
emergent macrostate of the Game of Life.

The R pentomino is one of the simplest Life configurations that is
underivable. What makes Life's underivability so striking is that its
microdynamic—the underlying birth-death rule—is so simple.

Glider Spawning. Let G be the structural macrostate of quickly
spawning a glider. (To make this property precise, we might define G as, say,
the property of exhibiting a glider that survives for at least a three periods, i.e.,
twelve time steps, within one hundred time steps of evolution from the
initial condition.) It is easy to derive that certain Life configurations never
spawn a glider and so lack property G. As illustrations, a little a priori
reflection allows one to derive that G is absent from each of the five the
configurations in Figure 1 (a) - (e), from any configuration consisting of a
sparse distribution of those five configurations, from a configuration
consisting of all dead cells or all living cells, and from a configuration split
straight down the middle into living and dead cells. Similarly, no
simulation is necessary to see that some Life configurations have G; for
example, consider the configuration consisting of one glider, Figure 1 (f). In
general, though, it is impossible to tell whether a given initial Life
configuration will quickly spawn a glider, short of observing how the initial
condition evolves. Thus, G (or non-G) is weakly emergent in most of the Life
configurations that possess (or lack) it, as contemplating a couple of examples
makes evident. Figures 4 and 5 show two random initial configurations
(above) and their subsequent evolution (below). By timestep 115 the
configuration in Figure 4 has spawned no gliders, while by timestep 26 a
glider has already emerged from the pattern in Figure 5.

6Specifically, indefinite growth is the macrostate defined as the
(infinite) disjunction of all those (infinite) sequences s of life states such that,
for each positive integer n, there is a time t when s contains more than n
living cells.



Figure 4. Above: A random distribution of living cells. Below: The distribution after 115

timesteps. No glider has appeared yet.



Figure 5. Above: A random distribution of living cells. Below: The distribution after 26
timesteps. A glider is emerging from an unstable cluster of cells at the lower left.



Being weakly emergent does not prevent us from readily discovering
various laws involving G. If one observes the frequency of occurrence of
gliders in lots of random initial configurations, one discovers that usually
gliders are quickly spawned; G is true of most random Life fields. Extensive
enough observation allows one to measure the prevalence of G quite
accurately, and this information can then be summarized in a little
probabilistic law about all random Life fields X, of this form: prob(X is G) = k.

Although perhaps not especially fascinating or profound, this little law
of the Game of Life nicely illustrates how empirical observation of computer
simulations can unearth evidence for laws involving the Game of Life's
weakly emergent states.

Empirical observation is generally the only way to discover these laws.
With few exceptions, it is impossible without simulation to derive the
behavior of any macrostate in a Life configuration even given complete
knowledge of the configuration. In fact, since a universal Turing machine
can be embedded in Life, the undecidability of the halting problem proves
that in principle there can be no algorithm for determining whether the
behavior exhibited in an arbitrary Life world will ever stabilize. Yet all Life
phenomena can be derived from the initial conditions and the birth-death
rule. Thus, Conway's Game of Life abounds with weakly emergent
properties.

The Game of Life is an exceptionally simple system, simpler than many
systems studied in the sciences of complexity. For example, recent artificial
life work brims with weak emergence. I will present one illustration
involving the emergence of evolvability. Although not as simple as the
Game of Life, this next illustration will be more typical of current work in the
sciences of complexity.

Weak Emergence in a Model of Evolving Life.

Evolving life forms display various macro-level patterns on an evolutionary
time scale. For example, advantageous traits that arise through mutations
tend, ceteris paribus, to persist and spread through the population.
Furthermore, organisms' traits tend, within limits and ceteris paribus, to
adapt to changing environmental contingencies. These sorts of supple
dynamics of adaptation result not from any explicit macro-level control (e.g.,
God does not adjust allele frequencies so that creatures are well adapted to
their environment); rather, they emerge statistically from the micro-level
contingencies of natural selection.

Norman Packard devised a simple model of evolving sensorimotor
agents which demonstrates how these sorts of supple, macro-level
evolutionary dynamic can emerge implicitly from an explicit microdynamical
model (Packard 1989, Bedau and Packard, 1992; Bedau, Ronneburg, and Zwick,
1992; Bedau and Bahm, 1993 and 1994; Bedau 1994; Bedau and Seymour, 1994;
Bedau 1995a). What motivates this model is the view that evolving life is
typified by a population of agents whose continued existence depends on their




sensorimotor functionality, i.e., their success at using local sensory
information to direct their actions in such a way that they can find and
process the resources they need to survive and flourish. Thus, information
processing and resource processing are the two internal processes that
dominate the agents' lives, and their primary goal—whether they know this
or not—is to enhance their sensorimotor functionality by coordinating these
internal processes. Since the requirements of sensorimotor functionality may
well alter as the context of evolution changes, continued viability and vitality
requires that sensorimotor functionality can adapt in an open-ended,
autonomous fashion. Packard's model attempts to capture an especially
simple form of this open-ended, autonomous evolutionary adaptation.

The model consists of a finite two-dimensional world with a resource
field and a population of agents. An agent's survival and reproduction is
determined by the extent to which it finds enough resources to stay alive and
reproduce, and an agent's ability to find resources depends on its
sensorimotor functionality—that is, the way in which the agent's perception
of its contingent local environment affects its behavior in that environment.
An agent's sensorimotor functionality is encoded in a set of genes, and these
genes can mutate when an agent reproduces. Thus, on an evolutionary time
scale, the process of natural selection implicitly adapts the population's
sensorimotor strategies to the environment. Furthermore, the agents'
actions change the environment because agents consume resources and
collide with each other. This entails that the mixture of sensorimotor
strategies in the population at a given moment is a significant component of
the environment that affects the subsequent evolution of those strategies.
Thus, the "fitness function" in Packard's model—what it takes to survive and
reproduce—is constantly buffeted by the contingencies of natural selection
and unpredictably changes (Packard 1989).

All macro-level evolutionary dynamics produced by this model
ultimately are the result of an explicit micro-level microdynamic acting on
external conditions. The model explicitly controls only local micro-level
states: resources are locally replenished, an agent's genetically encoded
sensorimotor strategy determines its local behavior, an agent's behavior in its
local environment determines its internal resource level, an agent's internal
resource level determines whether it survives and reproduces, and genes
randomly mutate during reproduction. Each agent is autonomous in the
sense that its behavior is determined solely by the environmentally-sensitive
dictates of its own sensorimotor strategy. On an evolutionary time scale these
sensorimotor strategies are continually refashioned by the historical
contingencies of natural selection. The aggregate long-term behavior of this
microdynamic generates macro-level evolutionary dynamics only as the
indirect product of an unpredictably shifting agglomeration of directly
controlled micro-level events (individual actions, births, deaths, mutations).
Many of these evolutionary dynamics are weakly emergent; although
constituted and generated solely by the micro-level dynamic, they can be
derived only through simulations. I will illustrate these emergent dynamics



with some recent work concerning the evolution of evolvability (Bedau and
Seymour 1994).

The ability to adapt successfully depends on the availability of viable
evolutionary alternatives. An appropriate quantity of alternatives can make
evolution easy; too many or too few can make evolution difficult or even
impossible. For example, in Packard's model, the population can evolve
better sensorimotor strategies only if it can "test" sufficiently many
sufficiently novel strategies; in short, the system needs a capacity for
evolutionary "innovation." At the same time, the population's
sensorimotor strategies can adapt to a given environment only if strategies
that prove beneficial can persist in the gene pool; in short, the system needs a
capacity for evolutionary "memory."

Perhaps the simplest mechanism that simultaneously affects both
memory and innovation is the mutation rate. The lower the mutation rate,
the greater the number of genetic strategies "remembered" from parents. At
the same time, the higher the mutation rate, the greater the number of
"innovative" genetic strategies introduced with children. Successful
adaptability requires that these competing demands for memory and
innovation be suitably balanced. Too much mutation (not enough memory)
will continually flood the population with new random strategies; too little
mutation (not enough innovation) will tend to freeze the population at
arbitrary strategies. Successful evolutionary adaptation requires a mutation
rate suitably intermediate between these extremes. Furthermore, a suitably
balanced mutation rate might not remain fixed, for the balance point could
shift as the context of evolution changes.

One would think, then, that any evolutionary process that could
continually support evolving life must have the capacity to adapt
automatically to this shifting balance of memory and innovation. So, in the
context of Packard's model, it is natural to ask whether the mutation rate that
governs first-order evolution could adapt appropriately by means of a second-
order process of evolution. If the mutation rate can adapt in this way, then
this model would yield a simple form of the evolution of evolvability and,
thus, might illuminate one of life's fundamental prerequisites.

Previous work (Bedau and Bahm 1993, 1994) with fixed mutation rates
in Packard's model revealed two robust effects. The first effect was that the
mutation rate governs a phase transition between genetically "ordered" and
genetically "disordered" systems. When the mutation rate is too far below
the phase transition, the whole gene pool tends to remain "frozen" at a given
strategy; when the mutation rate is significantly above the phase transition,
the gene pool tends to be a continually changing plethora of randomly related
strategies. The phase transition itself occurs over a critical band in the

spectrum of mutation rates, u, roughly in the range 10-3 < u = 10-2. The
second effect was that evolution produces maximal population fitness when
mutation rates are around values just below this transition. Apparently,
evolutionary adaptation happens best when the gene pool tends to be
"ordered" but just on the verge of becoming "disordered."



In the light of our earlier suppositions about balancing the demands for
memory and innovation, the two fixed-mutation-rate effects suggest the
balance hypothesis that the mutation rates around the critical transition
between genetic "order" and "disorder" optimally balance the competing
evolutionary demands for memory and innovation. We can shed some light
on the balance hypothesis by modifying Packard's model so that each agent
has an additional gene encoding its personal mutation rate. In this case, two
kinds of mutation play a role when an agent reproduces: (i) the child inherits
its parent's sensorimotor genes, which mutate at a rate controlled by the
parent's personal (genetically encoded) mutation rate; and (ii) the child
inherits its parent's mutation rate gene, which mutates at a rate controlled by
a population-wide meta-mutation rate. Thus, first-order (sensorimotor) and
second-order (mutation rate) evolution happen simultaneously. So, if the
balance hypothesis is right and mutation rates at the critical transition
produce optimal conditions for sensorimotor evolution because they
optimally balance memory and innovation, then we would expect second-
order evolution to drive mutation rates into the critical transition. It turns
out that this is exactly what happens.

Figure 6 shows four examples of how the distribution of mutation rates
in the population change over time under different conditions. As a control,
distributions (a) and (b) show what happens when the mutation rate genes
are allowed to drift randomly: the bulk of the distribution wanders aimlessly.
By contrast, distributions (c) and (d) illustrate what happens when natural
selection affects the mutation rate genes: the mutation rates drop
dramatically. The meta-mutation rate is lower in (a) than in (b) and so, as
would be expected, distribution (a) is narrower and changes more slowly.
Similarly, the meta-mutation rate is lower in (c) than in (d), which explains
why distribution (c) is narrower and drops more slowly.

If we examine lots of simulations and collect suitable macrostate
information, we notice the pattern predicted by the balance hypothesis:
Second-order evolution tends to drive mutation rates down to the transition
from genetic disorder to genetic order, increasing population fitness in the
process. This pattern is illustrated in Figure 7, which shows time series data
from a typical simulation. The macrostates depicted in Figure 7 are (from top
to bottom): (i) the mutation rate distribution, as in Figure 6; (ii) a blow up
distinguishing very small mutation rates in the distribution (bins decrease in

size by a factor of ten, e.g., the top bin shows mutation rates between 10-0 and

10-1, the next bin down shows mutation rates between 10-1 and 10-2, etc.); (iii)
the mean mutation rate (note the log scale); (iv) the uningested resources in
the environment; (v) three aspects of the genetic diversity in the population's
sensorimotor strategies; and (vi) the population level.



Figure 6. Evolutionary dynamics in mutation rate distributions from four simulations of the
model of sensorimotor agents. Time is on the X-axis (100,000 timesteps) and mutation rate is on
the Y-axis. The gray-scale at a given point (t, m) in this distribution shows the frequency of the
mutation rate m in the population at time t. See text.



Figure 7. Time series data from a simulation of the model of sensorimotor agents, showing how
the population's resource gathering efficiency increases when the mutation rates evolve
downward far enough to change the qualitative character of the population's genetic diversity.
From top to bottom, the data are: (i) the mutation rate distribution; (ii) a blow up of very small
mutation rates; (iii) the mean mutation rate (note the log scale); (iv) the uningested resource in
the environment; (v) three aspects of the diversity of the sensorimotor strategies in the
population; (vi) the population level. See text.



The composite picture provided by Figure 7 can be crudely divided into
three epochs: an initial period of (relatively) high mutation rates, during the
time period 0 — 20,000; a transitional period of falling mutation rates, during
the time period 20,000 — 40,000; and a final period of relatively low mutation
rates, throughout the rest of the simulation. The top three time series are
different perspectives on the falling mutation rates, showing that the
mutation rates adapt downwards until they cluster around the critical

transition region, 10-3 < u = 10-2. Since resources flow into the model at a
constant rate and since survival and reproduction consume resources, the
uningested resource inversely reflects the population fitness. We see that the
population becomes more fit (i.e., more efficiently gathers resources) at the
same time as the mutation rates drop. Although this is not the occasion to
review the different ways to measure the diversity of the sensorimotor
strategies in the population, we can easily recognize that there is a significant
qualitative difference between the diversity dynamics in the initial and final
epochs. In fact, these qualitative differences are characteristic of precisely the
difference between a "disordered" gene pool of randomly related strategies
and a gene pool that is at or slightly below the transition between genetic
order and disorder (see Bedau and Bahm 1993, 1994, Bedau 1995).

If the balance hypothesis is the correct explanation of this second-order
evolution of mutation rates into the critical transition, then we should be
able to change the mean mutation rate by dramatically changing where
memory and innovation are balanced. And, in fact, the mutation rate does
rise and fall along with the demands for evolutionary innovation. For
example, when we randomize the values of all the sensorimotor genes in the
entire population so that every agent immediately "forgets" all the genetically
stored information learned by its genetic lineage over its entire evolutionary
history, the population must restart its evolutionary learning job from
scratch. It has no immediate need for memory (the gene pool contains no
information of proven value); instead, the need for innovation is
paramount. Under these conditions, we regularly observe the striking
changes illustrated around timestep 333,333 in Figure 8. The initial segment
(timesteps 0 — 100,000) in Figure 8 shows a mutation distribution evolving
into the critical mutation region, just as in Figure 7 (but note that the time
scale in Figure 8 is compressed by a factor of five). But at timestep 333,333 an
"act of God" randomly scrambles all sensorimotor genes of all living
organisms. At just this point we can note the following sequence of events:
(a) the residual resource in the environment sharply rises, showing that the
population has become much less fit; (b) immediately after the fitness drop
the mean mutation rate dramatically rises as the mutation rate distribution
shifts upwards; (c) by the time that the mean mutation rate has risen to its
highest point the population's fitness has substantially improved; (d) the
fitness levels and mutation rates eventually return to their previous
equilibrium levels.



Figure 8. Time series data from a simulation of the model of sensorimotor agents. From top to
bottom, the data are: (i) a blow up of very small mutation rates in the mutation rate
distribution; (ii) mean mutation rate (note the log scale); (iii) the level of uningested resources
in the world; (iv) population level. At timestep 333,333 all sensorimotor genes of all living
organisms were randomly scrambled. See text.



All of these simulations show the dynamics of the mutation rate
distribution adjusting up and down as the balance hypothesis would predict.
Temporarily perturbing the context for evolution can increase the need for
rapid exploration of a wide variety of sensorimotor strategies and thus
dramatically shift the balance towards the need for innovation. Then,
subsequent sensorimotor evolution can reshape the context for evolution in
such a way that the balance shifts back towards the need for memory. This all
suggests that, ceteris paribus, mutation rates adapt so as to balance
appropriately the competing evolutionary demands for memory and
innovation, and that, ceteris paribus, this balance point is at the genetic
transition from order to disorder. An indefinite variety of environmental
contingencies can shift the point at which the evolutionary need for memory
and innovation are balanced, and the perturbation experiments show how
mutation rates can adapt up or down as appropriate.

This sort of supple adaptability in Packard's model can be counted
among the hallmarks of life in general (Maynard Smith 1975, Cairns-Smith
1985, Bedau 1995b). And, clearly, these evolutionary dynamics are weakly
emergent. The model's macro-level dynamic is wholly constituted and
generated by its micro-level phenomena, but the micro-level phenomena
involve such a kaleidoscopic array of non-additive interactions that the
macro-level dynamics cannot be derived from micro-level information
except by means of simulations, like those shown above. In a similar fashion,
many other characteristic features of living systems can be captured as
emergent phenomena in artificial life models; see, e.g., Farmer et al. (1986),
Langton (1989), Langton et al. (1992), Varela and Bourgine (1992), Brooks and
Maes (1994), Gaussier and Nicoud (1994), Stonier and Yu (1994), Banzhaf and
Eeckman (1995).

Support for Weak Emergence.

Conway's Game of Life and Packard's model of evolving life serve to clarify
weak emergence and illustrate its role in the sciences of complexity. But one
might still ask whether weak emergence is philosophically interesting and,
indeed, whether it deserves the name "emergence" at all. These questions
deserve answers, especially since weak emergence differs significantly from
traditional twentieth century accounts of emergence.

For example, since weakly emergent properties can be derived (via
simulation) from complete knowledge of micro-level information, from that
information they can be predicted, at least in principle. If we have been
observing a simulation of some system S and at time t we saw that S was in
state P, then we know that there is an appropriate derivation that S will be in
macrostate P att.” So, if we are give a system's microdynamic and all relevant

7This can be spelled out as follows: Let Cj be the set of microstates of all

the parts of S at time i. Apply D (possibly with nondeterministic steps) to the
S's initial condition C( (and possibly include a property synchronized



external conditions, then in principle we can derive the system's behavior
because we can simulate the system and observe its behavior for as long as
necessary. And if we can derive how the system will behave, we can predict
its future behavior with complete certainty. Thus, on this key issue weak
emergence parts company with at least the letter of those traditional
conceptions of emergence (e.g., Broad 1925, Pepper 1926, Nagel 1961) that focus
on in principle unpredictability of macrostates even given complete
microstate information.

At the same time, weak emergence does share much of the spirit of
those traditional views that emphasize unpredictability. For one thing, in the
case of open systems, making the prediction would require prior knowledge
of all details of the flux of accidental changes introduced by contact with the
external world; and in the case of nondeterministic systems, it would require
knowledge of all the nondeterministic events affecting the system's behavior.
This sort of knowledge is beyond us, except "in principle;" so weak emergent
macrostates of such systems are predictable only "in principle." Furthermore,
even for closed and deterministic systems, weak emergent macrostates can be
"predicted" only by observing step-by-step how the system's behavior unfolds.
For example, one can "predict” whether an R pentomino will grow forever
only by observing in time what happens to the configuration. Some might
find this so unlike what should be expected of a prediction that they would
agree with Stone (1989) that it is no prediction at all.

One might worry that the concept of weak emergence is fairly useless
since we generally have no proof that a given macrostate of a given system is
underivable without simulation.® For example, I know no proof that the
unlimited growth of the R pentomino and glider-spawning probability can be
derived only by simulation; for all I know there is no such proof. On these
grounds some might conclude that weak emergence "suffers in the course of
application in practice”, to use Klee's words (1984, p. 49). I would strenuously
disagree, however, since unproven weak emergence claims can, and often do,
still possess substantial empirical support. My earlier weak emergence claims
about R pentomino growth and random glider spawning, although
unproved, still have more than enough empirical support. Similar weak
emergence claims have substantial empirical support. A significant part of
the activity in artificial life consists of examining empirical evidence about
interesting emergent phenomena in living systems; mutatis mutandis, the
same holds for the rest of the sciences of complexity.

sequence of external conditions) through successor conditions G until D
yields C;. From C; and the structural definition of P, determine whether P
obtains at t.

8t is a mathematical fact whether a given macrostate of a given system
is underivable from the system's microdynamics and external conditions. So,
unless it's undecidable, it's provable. Nevertheless, being provable does not
entail that it is easy, or even humanly possible, to find and evaluate the proof.



One might object that weak emergence is too weak to be called
"emergent", either because it applies so widely or arbitrarily that it does not
demark an interesting class of phenomena, or because it applies to certain
phenomena that are not emergent. For example, indefinitely many arbitrary,
ad hoc Life macrostates are (for all we know) underivability without
simulation. Or, to switch to a real world example, even though the
potentiality of a certain knife to slice a loaf of bread is "not the sort [of
macrostate] emergence theorists typically have in mind" (O'Conner 1994, p.
96), the knife's potentiality might well be weakly emergent with respect to its
underlying molecular microdynamic. But this breadth of instances, including
those that are arbitrary or uninteresting to "emergence theorists", is not a
problem or flaw in weak emergence. Weak emergence explicates an everyday
notion in complexity science. It is not a special, intrinsically interesting
property; rather, it is widespread, the rule rather than the exception. So not
all emergent macrostates are interesting; far from it. A central challenge in
complexity science is to identify and study those exceptional, especially
interesting weak emergent macrostates that reflect fundamental aspects of
complex systems and are amenable to empirical investigation. Simulation
gives us a new capacity to identify and study important macrostates that
would otherwise beyond the reach of more traditional mathematical or
empirical methods.

The micro-level derivability of weak emergent phenomena might be
thought to deprive them of the right to be called "emergent"; they might not
seem "emergent" enough. The impetus behind this worry might come partly
from the history of emergence concepts being ineliminably and unacceptably
mysterious—as if no acceptable and non-mysterious concept could deserve to
be called "emergence." By contrast, part of my defense of weak emergence is
precisely that it avoids the traditional puzzles about emergence.

In any event, there are good reasons for using the word "emergence" in
this context. For one thing, complexity scientists themselves routinely use
this language and weak emergence is an explication of their language.’

%Even if we adopt the quite simplistic expedient of restricting our
attention to the titles of research reports, we can easily generate a rich range of
examples of this language. E.g., rummaging for a few minutes in a handful of
books within easy reach produced the following list, all of which speak of
emergence in the weak sense defined here in their titles: "Emergent
Colonization in an Artificial Ecology" (Assad and Packard 1992), "Concept
Formation as Emergent Phenomena" (Patel and Schnepf 1992), "A Behavioral
Simulation Model for the Study of Emergent Social Structures" (Drogoul et
al. 1992), "Dynamics of Artificial Markets: Speculative Markets and Emerging
'Common Sense' Knowledge" (Nottola, Leroy, and Davalo 1992), Emergent
Computation: Self-Organizing, Collective, and Cooperative Phenomena in
Natural and Artificial Computing Networks (Forrest 1989), "Emergent Frame
Recognition and its Use in Artificial Creatures” (Steels 1991),"The Coreworld:
Emergence and Evolution of Cooperative Structures in a Computational




Another compelling reason for allowing the "emergence" language is that
weak emergence has the two hallmarks of emergent properties. It is quite
straightforward how weak emergent phenomena are constituted by, and
generated from, underlying processes. The system's macrostates are
constituted by its microstates, and the macrostates are entirely generated
solely from the system's microstates and microdynamic. At the same time,
there is a clear sense in which the behavior of weak emergent phenomena are
autonomous with respect to the underlying processes. The sciences of
complexity are discovering simple, general macro-level patterns and laws
involving weak emergent phenomena. There is no evident hope of side-
stepping a simulation and deriving these patterns and laws of weak emergent
phenomena from the underlying microdynamic (and external conditions)
alone. In fact, as I emphasized earlier, the micro-level "explanations" of weak
emergence are typically so swamped with accidental micro-details that they
obscure the macro-level patterns. In general, we can formulate and
investigate the basic principles of weak emergent phenomena only by
empirically observing them at the macro-level. In this sense, then, weakly
emergent phenomena have an autonomous life at the macro-level. Now,
there is nothing inconsistent or metaphysically illegitimate about underlying
processes constituting and generating phenomena that can be derived only by
simulation. In this way, weak emergence explains away the appearance of
metaphysical illegitimacy.

It is also clear why weak emergence is consistent with reasonable forms
of materialism. By definition, a weak emergent property can be derived from
its microdynamic and external conditions. Any emergent phenomenon that
a materialist would want to embrace would have materialistic micro-level
components with materialist micro-properties governed by a materialistic
microdynamic. Thus, the weak emergent phenomena of interest to the
materialists would have a completely materialistic explanation.

Conclusion.

Weak emergence is no universal metaphysical solvent. For example, if
(hypothetically, and perhaps per impossible) we were to acquire good
evidence that human consciousness is weakly emergent, this would not
immediately dissolve all of the philosophical puzzles about consciousness.
Still, we would learn the answers to some questions: First, a precise notion of
emergence is involved in consciousness; second, this notion of emergence is
metaphysically benign. Thus, free from special distractions from emergence,
we could focus on the remaining puzzles just about consciousness itself.

As Conway's Game of Life and Packard's model of evolving
sensorimotor agents illustrate, weak emergence is ubiquitous in the
burgeoning, interdisciplinary nexus of scientific research about complex

Chemistry" (Rasmussen, Knudsen, and Feldberg 1991), "Spontaneous
Emergence of a Metabolism" (Bagley and Farmer 1992).



systems. The central place of weak emergence in this thriving scientific
activity is what provides the most substantial evidence that weak emergence
is philosophically and scientifically important. It is striking that weak
emergence is so prominent in scientific accounts of exactly those especially
puzzling phenomena in the natural world—such as those involving life and
mind—that perennially generate sympathy for emergence. Can this be an
accident?
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CHAPTER 2

FUNCTIONAL DESIGN AND
NATURAL SELECTION

In 1859, when Darwin published The Origin of Species,
the idea of evolution was very much in the air. Scientists
generally recognized that fossils are the petrified remains
of creatures long dead and often extinct, some strikingly
different from anything living today. They also recog-
nized that the plants and animals they knew were totally
absent from fossil assemblages in many rock layers. Life
forms had apparently changed through the ages, and
explanations for why this should be were various. The
catastrophist school of thought assumed that the strange
organisms of earlier ages had all been destroyed in great
calamities, with other plants and animals created to
replace them after each calamity. The renowned French
biologist Lamarck thought that current animals and
plants had evolved slowly from earlier forms. He envi-
sioned evolution occurring partly as a kind of predeter-
mined developmental process and partly from the com-
pulsive strivings of the organisms themselves.

Physical scientists studying rock formations were also
devising evolutionary theories for what they observed in
the Earth’s crust. They came to believe that some rocks
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form from the slow consolidation of sediments that
gradually accumulate and that others form in other ways,
for instance, from hot volcanic masses forcing their way
through overlying rocks or flowing out onto the surface.
They understood that the relative ages of adjacent rocks
might be inferred. Younger sediments usually lie on top
of older ones, and a volcanic intrusion must be younger
than the rocks through which it flowed. Absolute ages
were more in doubt, but calculating how long it would
take known processes to produce observed results sug-
gested that the Earth must be far older than would be
allowed by biblical reckonings.

Perhaps the most noteworthy of these pioneers was the
Scotsman James Hutton, regarded by some as the founder
of historical geology. His writings implied a possibly
infinite age for the Earth, which he envisioned to be in a
slow but unending state of repetitive upheaval. In 1785, a
quarter-century before Darwin’s birth, he maintained that
an objective and comprehensive examination of crustal
rocks revealed “no vestige of a beginning, no prospect of
an end.” So the idea of an immense amount of time
available for evolutionary change was intellectually
respectable in Darwin’s time, and it implied that even
very slow evolutionary processes might bring about great

changes.

FUNCTIONAL DESIGN AND NATURAL SELECTION

DARWIN’S THEORY OF EVOLUTION

The slow process that Darwin proposed as most impor-
tant in evolution was natural selection, a process
deduced from two abundantly supported generalizations.
The first is that there is a struggle for existence through-
out the living world. In every species of plant or animal,
more individuals are produced in every generation than
can possibly survive and reproduce. Some will succeed,
others fail. The second generalization is that there is such
a thing as heredity. Offspring tend to resemble their
parents more than they do other adults of the parental
generation. Darwin reasoned that such variation could
affect characters important in the struggle for existence,
and he found many examples of this sort of variation. It
follows that each generation will have a biased represen-
tation of the variations found in the preceding one.
Whatever helped their parents in their struggle for
existence will be more abundantly represented in the
surviving offspring than traits that handicapped individ-
uals in the parental generation.

He supported this theory by a massive array of evidence
from natural history and by analogies with artificial
selection. Breeders, in choosing individual plants and
animals for breeding stock, usually select those with the
features they like best. Those less well endowed are sold

or eaten or otherwise eliminated. By this sensible practice
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they can induce gradual change over many generations,
so that domesticated forms often look and act quite
different from their wild ancestors. Today, after thou-
sands of years of selective breeding under domestication,
we have breeds of dogs and horses and roses and
strawberries that are quite different among themselves
and from the wild species from which they were derived.

Darwin himself bred pigeons and used the origin of
pigeon breeds as a model for the origin of diverse stocks
from a single ancestral species. The illustration opposite
shows some of the diversity of pigeon types, all produced
by rapid evolution under domestication.

Darwin argued that if farmers or hobbyists, by fre-
quently culling the least valuable of their pigeons or pigs
or potatoes, can produce varieties that are economically
or aesthetically superior to the ancestors, nature can
surely do something similar. Competition and adverse
conditions of life impose an automatic culling process in
every generation. The result should be that the wild
animals and plants develop ever greater ability to survive
this culling process. The philosopher Herbert Spencer
later called this principle the survival of the fittest, a
handy if somewhat misleading phrase.

Darwin argued that if this process operated through
enormous numbers of generations and, especially, if the

environmental conditions that caused the culling
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A sampling of the diversity of domestic pigeons, all derived from the wild
Eurasian rock dove (center), through recent centuries of selective culling by
breeders. Compare the diversity here with that of Darwin’s finches (p. 37}, for
which hundreds of thousands, perhaps millions, of years were available.
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changed from time to time, major evolutionary modifica-
tions would be expected. Descendants of a single species
of ancestor, if they inhabited different regions subject to
different conditions, could diverge to such an extent that

they would have to be considered different species from

 the eiiicestor and from each other. One of his examples
" from nature was the finches of the Galépagos Islands, a
. %mall archipelago on the equator a thousand kilometers

- wg'st of South America. The islands rose from the sea as

| 11
volcanoes a few million years ago, and were never a part

of the mainland. They were largely inaccessible for land
animals and plants, and most of the common inhabitants
of South America did not exist there when the islands
were first explored. The absence of things such as frogs
and small mammals (other than bats) is easily explained:
the great expanse of open ocean is a forbidding barrier,
even for birds of the tropical American deserts and
forests. Yet it should not be surprising that some limited
colonizatiqn‘ﬂ by land birds did take place as a result of
accidental straying from the closest continent.

i]arwin, in his visit to the islands as naturalist aboard
the research vessel Beagle, found the descendants of such

‘ colonists, about a dozen species of finch whose closest

~#relatives were in South America. He noted that each

major island had one or more of the distinct species. He

“theorized that sometime after the islands had formed and

FUNCTIONAL DESIGN AND NATURAL SELECTION

become habitable, some South American finches, con-
ceivably just one of each sex, reached one of the islands.
Perhaps they had been caught in a storm, with an easterly
wind blowing faster than they could fly, and lucked upon
this isolated land instead of dropping exhausted into the
sea. They survived and bred in their newfound home,
where competitors were absent and conditions at least
minimally met their requirements for food and nest sites.
Soon, perhaps in just a few years, they built up a large
population, then some of them occasionally reached
another of the islands in the archipelago to repeat the
process.

But why should there be so many species of Galdpagos
finch, and not just the one original colonist? Darwin
answered this question by noting the differing environ-

~ mental conditions on different islands. Some are large,

comparable in size to Rhodes or Minorca, others smaller
than the one that supports the Statue of Liberty. Some
have high mountain peaks that catch considerable rain,
others are low and dry. The diversity of conditions
produces a diversity of vegetation and of the seeds and
insects that finches feed upon. These differing environ-
mental circumstances demanded different capabilities in
the finches’ struggle for existence.

Of special importance is food suitability. Some poten-
tial food sources are seeds with formidable shells. If only

some of the newly established finches were able to break
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the shells, powerful selection for these more powerful
beaks and jaw muscles would be brought to bear. In
perhaps a few thousand generations, the finch popula-
tions of different islands would show differences in their
feeding adaptations. In hundreds of thousands of genera-
tions, the diversity of these features could have reached
the level found by Darwin, as illustrated in the figure.

This gradual alteration of a line of descent, with
different lines showing different evolutionary changes,
was the central theme of Darwin’s 1859 book and the
inspiration for its title. One of his main sources of
inspiration was the differences he often found in compar-
ing members of the same species from different areas. His
trip around the world in the Beagle provided abundant
opportunity for comparing animals and plants across
their geographic ranges.

He often found that differences shown by some organ-
ism from different parts of its range were only moderately
distinct, and he recognized them as varieties of the same
species. At other times it was not at all clear whether he
was dealing with different varieties or fully distinct
species. Alfred Russel Wallace, who proposed the theory
of natural selection simultaneously with Darwin, entitled
his publication “On the Tendency of Varieties to Depart
Indefinitely from the Original Type.” Today natural
selection is part of the standard conceptual equipment of

biology, routinely invoked to explain differences among

FUNCTIONAL DESIGN AND NATURAL SELECTION

Illustration from David Lack’s 1947 book on Darwin’s finches. Compare with
pigeon diversity shown on page 33.
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closely related organisms living under slightly different

conditions.

SEXUAL SELECTION
Relentless competition was an essential premise of the
theory of natural selection as proposed by Darwin and
Wallace. Today biologists recognize two kinds of compet-
itive behavior among animals: scramble and contest
competition. A flock of sparrows picking up grass seeds
as fast as a gardener can broadcast them would exemplify
scramble competition. Another would be two or more
dogs chasing a squirrel, with one catching it and eating
the whole carcass. If two dogs seize the same squirrel and
a tug of war ensues, we have a contest, the two dogs
pitted one on one against each other. It would be even
more obviously a contest if they fought over the dead
squirrel, directing their attention exclusively to each
other, even though the squirrel is the real focus of the
dispute. It would also be a contest if the dogs merely
threaten each other, without actually fighting. If one dog’s
threat causes another to back away, it has won the
contest.

Tactically similar contests may be waged over food
items, roosting sites, mates, and many other resources. In
fact, there need not be a currently identifiable resource for
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a contest to occur. It may be waged merely to establish the
winner-loser relationship itself. Later on, when some-

thing like a food item is found, the loser will concede itto -

the winner without further dispute. This phenomenon of
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stratified social structure is often seen by observers of "

animal behavior both in the wild and in captivity.

Contests are often provoked by the appearance of an item -

coveted by more than one individual, but the prize being

sought may often be an elevated social status, which can -

later be used to gain access to needed resources.

The general prevalence of competition for social status -

has been recognized only recently. It was obscured for

Darwin, and for generations of his followers, by the fact -

that the most conspicuous contests are often among males

for opportunities to mate with females. This fact led
Darwin to propose a special evolutionary factor, sexual
selection, that operates in addition to natural selection.
Sexual selection normally depends on contests between
males, with the winner gaining and the loser forgoing
sexual access to one or more females. This competition
for social status often takes place without any females
being present. Many male migratory birds, for example,
precede females on the spring migration, and establish
their social hierarchy before the females arrive.

In some animal species, one male contends directly
with another, the fight between stags in the rutting season

being a clear example. In other species, males contend
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indirectly by displaying to females a train of enormous
feathers, a peacock being the classic example. The contest
?s still between males, the winners being those best at
'mpressing the females. In still other species, the contest
1s for a territory, and waged with threats or actual combat
}at tentative territory boundaries. Persistent winners get
s' larger territories in choice breeding habitats; losers settle
for smaller territories or inferior habitats. The females
3 smay choose males indirectly by seeking the better places
to lay their eggs. In other territorial species, a male must
actively court a female and try to entice her to his own
mesting site. The male threespine stickleback, an object of
any classic studies of reproductive behavior and sexual
} selection, threatens and fights other males to secure a
\temtory in a good nesting habitat. Then he builds a nest
and must entice females to it while keeping other males

« § away.
Darwin was led to propose sexual selection by the
many conspicuous features of animals that could not be
‘ attributed to natural selection as he envisioned it. They
were features more likely to hinder than to aid an
organism in its struggle for survival. Again, the conspicu-
ous nuptial train of a peacock, which is so burdensome as
to make normal flight difficult, is a good example. As a
g general rule, these conspicuous and burdensome features

characterize adult males rather than the females or
§~ wip & e med btp |
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juveniles of a species, and they often appear only in the

breeding season.

Darwin reasoned that the great burden of ornamental -~/

plumage may make life difficult and dangerous for a |

peacock, but he proposed that it may be favorably
selected if its display makes it easier for the male to

compete for a mate. Sometimes the burdens are clearly -

weapons. The antlers of a male deer, grown anew each

breeding season, are an obvious instance. Other sexually

selected features are only for display, playing a role in | ’

courting females, threatening rival males, or both.

exual selection is an idea routinely invoked in

evolutionary factor, more important perhaps than a

members of the speciegl The concept has moved

tion of weapons or displays to encompass many physio-
logical processes and has been extended to such phenom-

ena as the floral displays and selective use of incoming

pollen grains by plants. But during Darwin’s lifetime, he
was the only prominent biologist to argue the importance -
of sexual selection, and he used it only to explain special 1 .
features of adult male animals. Wallace, who in some '
ways seemed a more extreme advocate of natural selec- R
tion than Darwin, had little use for Darwin’s theory of J

sexual selection. He ridiculed the idea that females could \ I

r i

ical research today. It is generally viewed as a pervasife ™

an explanation for competitive behavior or the produc-

other kind of selection in relation to contests with othffr ' N
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be influenced by the displays that males seemed to be
directing toward them. Even as late as 1950, biologists
studying animal behavior made little mention of sexual
selection. In this and other ways, Darwin was far ahead of
his contemporaries.

But many modern biologists would concede that Dar-
win erred in thinking of sexual selection as a process
separate from natural selection. They regard it as a special
category of selection for social status, which is a kind of
natural selection. This idea implies recognizing that

members of one’s own species are a feature of the

environment and that adaptations to this feature are §

expected. Social status is a kind of resource that can

never be in adequate supply. The top dog in a pack has all
he needs, no doubt at great cost to himself and others, but *
the other dogs all need more than they have and will do y

what they can to get it. Unlike food, an individual’s somal
status is a resource that can never be lost to a member of
another species. A ferret may compete with a fox for a
rabbit, but never for social status among foxes. (Or,
perhaps, almost never. The first-century horse Incititus
gained a lofty rank in human society at the expense of
multitudes of men of lower rank.)

Darwin achieved a high level of recognition in Victor-
ian society as a scholar and expert on many aspects of
natural history and for establishing the acceptability of

evolution. Yet in retrospect we can recognize that he
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lailed to convince many people that natural selection is
the main force of adaptive change. From Darwin’s death
in 1882 to the 1920s, evolution, his ‘“‘descent with
modification,” was generally accepted by biologists, but
not natural selection or sexual selection as causes of the
modification. Many leading scientists of this period
ndvocated theories that today seem naive and fanciful,
such as orthogenesis, the idea that evolution has some
kind of momentum that keeps it going. Some continued

to prefer Lamarck’s ideas to Darwin’s.

NATURAL SELECTION AND THE
PREVENTION OF EVOLUTION

Paradoxically, much reference to natural selection today
relates not so much to evolution as to its absence. If
natural selection is the reason the pony fish keeps its
photophore, then it is preventing the loss of this organ by
evolutionary change. We know now, from abundant
experiments on the evolutionary potential of living
organisms, that they are capable of evolving far more
rapidly than is normally observed today or found in the
fossil record. What natural selection mainly does is to
cull departures from the currently optimum development
of the features shown by organisms. If some species of

bird has wings that average 20 centimeters long, it is



44

PLAN AND PURPOSE IN NATURE

assumed that individuals with wings of 19 or 21 centi-
meters would have a slight disadvantage. They would be
less likely to survive to maturity and would have lower
survival or fertility rates thereafter. Evidence for exactly
this was shown by a classic study of natural selection in
the wild. In 1899 the British biologist Herman Bumpus

measured the wings of a large number of sparrows that

had been killed in a storm. He found that those with

markedly longer or shorter wings were more abundantly
represented among those killed than in the population at
large.

The advantage of having intermediate character devel-
opment (wing length, insulin production, coloration, and
so on) is often called normalizing selection or optimiza-
tion. Most of the selection taking place in nature is
assumed to be of this sort, rather than any that would
cause an observable shift in average values from one
generation to the next. Even the weak directional selec-
tion that does take place is usually thought to be
corrective. The population would evolve to be less well
adapted if natural selection did not weed out occasional
adverse mutations or locally maladaptive genes intro-
duced by individuals moving in from places where
conditions are different. So the process proposed by
Darwin as the major cause of evolution is now thought to
operate mainly to prevent evolution. Aristotle’s descrip-

tions of wild animals and plants, written 2,500 years ago,
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o still accurate for their descendants today, mainly
hocause natural selection has been preventing their
ovolution. The domesticated animals and plants that
Aristotle observed were often strikingly different from
what farmers grow today, because artificial selection has
been causing their rapid evolution. '

The concept of character optimization has been with us
over since people first tried to understand the workings of
their own bodies and those of other organisms. Aristotle
and Galen used the idea habitually, as noted in chapter 1.
In 1779 the British philosopher David Hume, in contem-
plating the quantitative precision of biological mecha-

nisms, proclaimed:

All these various machines, and even their most minute
parts, are adjusted to each other with an accuracy which
ravishes into admiration all men who have ever contem-
plated them. The curious adapting of means to ends, through-
out all nature, resembles exactly, though it much exceeds, the

productions of human contrivance.

Note the similarity in sentiment between this statement
from Hume, an atheist, and that of the orthodox Christian
Paley (see chapter 1). Both were clear-thinking and keen
observers of nature.

More recently the concept of optimization has been
extended to aspects of biology where its applicability is
less obvious. Many recent studies of life histories and
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animal behavior are good examples. Biologists today
speak of the optimization of egg size and number, of mate
choice, of the seasonal timing of migration. Optimization
is used to understand and predict such things as how
long a bee will stay at one clump of flowers, how big a
load of pollen or nectar it will pick up before returning to
the hive, and at what times of the day it will go foraging.

It is ironic that many prominent biologists, during
Darwin’s time and for many decades thereafter, tried
valiantly to demonstrate some force of evolutionary
adaptation that could cause change more rapidly than
natural selection. They could not imagine that so weak
and misguided a process as Darwin proposed could
actually produce the observed complexity and diversity
of life, even with liberal estimates of the amount of time
available for it. Nowadays it is more fashionable to
wonder what makes evolution so slow. Some organisms
living today are closely similar to ancestors of more than
a hundred million years ago. The orthodox reasoning is,
in the words of Roger Milkman, a distinguished geneticist
at the University of lowa, that “[tlhe main day-to-day
effect of natural selection is the maintenance of the status
quo, the stabilization of the phenotype. To a relatively
small directional residue, we attribute the great panorama
of evolution.”

The current trend is not to doubt that natural selection

could produce the great panorama but to doubt that it can
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account for the stability. It is proposed that selection also
acts at higher levels than the loss or survival of genes in
populations. The extinction of whole evolving lineages
could have persistent biases that cull most newly formed
groups of organisms in ways analogous to the weeding
out of most mutations within evolving populations. So a
natural selection among whole populations or larger
groups of organisms would be, like selection within
populations, concerned mainly with maintaining the

status quo.

GENETICS, MOLECULAR BIOLOGY,

AND MODERN DARWINISM

Darwin’s vague generalization that “like begets like”” is an
adequate premise for the basic logic of his theory of
natural selection, but it does not permit many quantita-
tive inferences. It gives no hint as to why offspring should
show a resemblance to their parents. Today we have the
science of genetics, with a detailed theory of heredity that
allows much more rigorous thought about evolution than
was possible in the nineteenth century. Histories of
scientific fields are usually vague about origins, but
genetics is an exception. It began decisively in the 1860s
with experiments on peas grown in his monastery garden

by the Augustinian monk Gregor Mendel. He published
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his work in 1868, but it was ignored for the rest of the
century. In the early 1900s it was discovered by several
biologists investigating heredity in a variety of different
organisms. They belatedly recognized the profound sig-
nificance of the work of that lonely scientist.

What Mendel had found, and the later workers con-
firmed, was that crosses between parents of strains that
differ strikingly in some character will often show
predictable ratios of the contrasting features in subse-
quent generations. A parental character, such as short
stems, may disappear entirely in the first offspring
generation, all of which have long stems (the dominant
character). Crosses between these individuals will pro-
duce offspring of which about 25 percent show the
(recessive) short stems missing in their hybrid parents.
Crosses between a first-generation hybrid and the reces-
sive strain produce a nearly equal number of long and
short stems (dominants and recessives) in their offspring.

These regularities (Mendelian ratios) can be explained
by a precisely controlled and strictly particulate theory of
heredity. Today we call the inherited particles genes.
They are particulate in that they retain their identity in
passing through generations. A gene is either inherited or
not, passed on or not, with never any sort of partial
presence. By about 1930 it was clearly shown that the
genes are in a nearly constant linear arrangement on the
chromosomes, visible with special techniques in dividing
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cells. The chromosomes are present in pairs, with each
member of each pair having the same linear arrangement
of genes, one in each pair having come from the mother,
the other from the father. So the paired chromosomes
imply paired genes. If the gene inherited from one parent
differs from that from the other, biologists refer to two
different alleles of that gene.

When an individual forms an egg or sperm, the
corresponding (homologous) chromosomes line up,
exchange some corresponding parts, and then separate,
each chromosome going at random to one or the other of
the resulting cells. This exchange of parts and random
segregation of chromosomes assures that any two alleles
in an ancestor will ultimately go their separate ways in
descendants. The genes pass indefinitely through the
generations, but gene combinations (genotypes) are
unique and fleeting, as long as reproduction is sexual.
The implications are well worth bearing in mind. You got
half your genes from your mother and the other half from
your father, one-eighth from each great-grandparent, and
so on. Each of your children got half your genes, each
grandchild a quarter, and so on. You are the bearer of a
legacy of genes from the past. Each allele at each locus
has its own unique history, back to a possibly remote
origin by mutation from a contrasting allele. Yet your
genotype never existed before you were conceived and
will never be produced again.
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For the first half of this century, there was great
uncertainty about the genes’ chemical nature. In retro-
spect we can say that it was obvious by the 1940s that
genes can be identified with deoxyribonucleic acid
(DNA). All doubt was laid to rest by the much-lauded
work of James Watson and Francis Crick in 1953. They
resolved the detailed chemical structure of DNA and
showed how it serves as a medium of communication
within a cell lineage and between the generations of
multicellular organisms. Because of Watson and Crick,
we now know that heredity is not only particulate but
digital.

Other examples of digital information transfer are
printed English words with their twenty-six-letter alpha-
bet, Arabic numerals with their ten-letter alphabet, and
Morse code and “computerese”” with their binary alpha-
bets. The genetic code has a four-letter alphabet of
molecular structures with names abbreviated as A, T, G,
and C. Any sequence of three such groups can specify a
particular amino acid, one of the building blocks of
proteins. For example, C-A-G specifies the amino acid
glycine. If the code were changed to C-C-G, some protein
would contain the amino acid proline at the position that
would have been occupied by the glycine. On the other
hand, changing C-A-G to C-A-A has no effect: the amino
acid specified is still glycine. This is one of many

examples of redundancy in the genetic code. Some
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different DNA sequences are functionally synonymous,
just as, in English, gray and grey mean the same thing. An
understanding of the DNA code is basic to an understand-
ing of evolution.

Imagine that, in some population of some organism, a
gene has, among its thousands of base pairs, the sequence
C-A-G and has, for many generations, been reliably
putting a glycine into some protein, perhaps an enzyme.
The mechanism that allows this gene to be so amazingly
stable will be discussed in chapter 5, but for now I will
merely point out that no mechanism has absolute reliabil-
ity. Rarely, the C-A-G may change to some other
sequence, perhaps C-C-G, so that the resulting enzyme, in
cells containing the new sequence, will have a proline in
place of the glycine. This might affect the action of the
enzyme to a considerable extent, or maybe only slightly,
perhaps scarcely at all. If the change is an improvement,
natural selection may cause the allele with the C-C-G to
replace that with the C-A-G at its position on its
chromosome throughout the population.

Any new mutation can be lost by chance. This is the
most likely event for any new allele, even one that gives a
substantial advantage. But mutations occur with finite
frequencies. If C-A-G — C-C-G has a one-in-a-million
probability per germ cell (egg or sperm), and there are
about a thousand individuals per generation, a mutant
individual should appear about once in every thousand
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generations, and ten times in ten thousand—a trifle, in
evolutionary terms, for many organisms. Sooner or later a
favorable mutation should catch on and start replacing
the ancestral allele at that locus.

The great beauty of Mendelian heredity in its evolu-
tionary application is that it lends itself readily to
quantification and precise reasoning. This is the subject
matter of population genetics, a field well established by
the 1930s. Population geneticists can deal with such
quantities as mutation rate; frequency of recombination of
genes on the same chromosome; expected rate of replace-
ment of alleles by better-adapted mutant forms; expected
levels of chance deviations from expected rates as a
function of population size and other variables; differen-
ces in these rates between recessive and dominant genes;
and many other influences on the evolutionary process.
These quantitative variables can be related to one another
algebraically and evolutionary conclusions drawn as
solutions to algebraic equations.

For instance, it can be shown that natural selection
can be far more powerful than we might intuitively
expect, and can accomplish major changes in brief
periods of evolutionary time. Imagine maintaining a
herd of a thousand gray horses, with a modest level
of starting variability in shades of gray and rates of
new mutations affecting this character. Visit this herd

once per century and remove the palest specimen. Simple
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calculations can show that this procedure could result in
o herd of uniformly black horses well within a million
years.

Recently some Swedish workers reached an even more
startling conclusion. Assuming nothing more than some
cells of a primitive animal with some sensitivity to light
and modest rates of mutations affecting that sensitivity,
the position of the cells in the body, the transparency of
overlying tissues, and other relevant variables, they
showed that it could take as little as 400,000 years to
evolve the vertebrate eye. This is less than a thousandth
of the time that has elapsed since multicellular animals
first appeared. This is an especially interesting example
because Darwin’s critics have long cited the eye as an
example of an organ that is far too complex and precise
for any short-sighted process such as natural selection to
produce.

Intuitions about the evolutionary process can be a great
source of ideas but not of conclusions. Conclusions must
be based on precise quantitative reasoning, such as
realistically formulated mathematical equations or care-
fully designed graphic models. Such reasoning must be
focused in a way that leads to testable expectations about
the real world, such as what a series of measurements on
a group of fossils will reveal, how an experiment on

microorganisms grown in specified environments will
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turn out, and so on. The maintenance of proper scientific
rigor is, of course, seldom easy, even for well-trained

scientists.

CHAPTER 3
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DESIGN FOR WHAT?

Now, as each of the parts of the body, like every other
instrument, is for the sake of some purpose, viz. some action,
it is evident that the body as a whole must exist for the sake of
some complex action.

—Aristotle

The textbook for a college biology course I took in 1947
gave the following statement of the theory of natural

selection:

Variations of all grades are present among individu-
als . ..

By the geometric ratio of increase the numbers of
every species tend to become enormously large; yet the
population of each remains approximately constant
because many individuals are eliminated; this
involves:

A struggle for existence; individuals having variations
unsuited to the particular conditions in nature are
eliminated, whereas those whose variations are favorable

will continue to exist and reproduce.
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A process of natural selection is therefore operative,
which results in:
The survival of the fittest, or “the preservation of

favored races.”

The quotation in item 5 is from the subtitle to Darwin’s
Origin of Species. Unfortunately, Darwin was never clear
about what he meant by “race.” Is the appearance of a
novel feather pattern in a flock of domestic pigeons the
start of a new race? Or is there a new race only when the
pattern is bred for and comes to characterize a large stock?
Are individual differences in wild animals and plants to
be considered racial differences? Or are races in nature
always groups of individuals, often inhabiting different
regions but recognizable as belonging to the same spe-
cies? These variants of different geographic regions were
often called varieties or subspecies, rather than races, in
Darwin’s time. Subspecies is the preferred term today.

Whatever Darwin may have meant by races in the title
of his book, the concept for the theory of natural selection
as Darwin used it and as taught in 1947 was that implied
in items 1, 2, and 3. It is variation among competing
individuals that provides the raw material for natural
selection. This is also clear from the textbook’s subse-
quent detailed discussion of the theory. Other texts in use
for the next two decades continued to imply that natural

selection operates among competing individuals of the

vy 99 Pl
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”~
same nelghborhood Smee the 1970s, textbooks have been

more likely to be explicit on this point, and to insist that

natural selection operates strongly among individuals

and that selection among races or other collective entltlesh.

is usually a weak influence on the course of evolution.
Moving ahead a few years, I find myself in a graduate

seminar in marine ecology. The subject is the adaptatmns

by which little fish try to avoid being eaten by big fish.

One example recognized is toxic flesh. If a 10-kilogram

barracuda eats a 1-kilogram poisonous perch, it may die <

or at least be sickened and thereby deterred from attack- "

ing that kind of prey in the future. It was agreed by the

discussion leader and most of the students that poisonous ,

flesh was a good example of a protective adaptation. 4
But there was one skeptic, and his name was Murray A.

Newman. He would soon go on to a distinguished career

as director of the splendid public aquarium in Vancouver,

but that day he was a lone dissenter. “Wait a minute,” he

muttered. “How can being toxic protect you? It does . ‘

nothing to the predator until long after you’re dead.” The

immediate vehe everal

at’s stupid, Murray. The toxicity doesn’t have

reaction from me

others:

o protect the toxic individual; it protects the species in .
er objections and the - &
discussion continued, but I am not sure that Murray was
convinced. I think I was at the time, but not firmly and

not for long. I would soon be increasingly nagged by the

ere were IO
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seeming inconsistency between the theory of natural
selection as presented in textbooks and the “‘good of the
species” adaptations that were routinely attributed to the
"process, sometimes glibly by the same texts that pre-
sented a strictly selection-among-individuals form of the
theory.

WHAT IS AN ADAPTATION'’S
ULTIMATE PURPOSE?

ssssssssssssssnens

. The message of chapter 1 was that the parts of organisms

are functionally well designed: the eye for vision, the
hand for manipulation, and so on. But what are vision
and manipulation for? They are important for a long list
of vital functions, and without them life would be much
more difficult. Vision and manipulation are often called
on at the same time, the former helping coordinate the
latter. A blind man or a man without hands would take a
long time to gather enough wood for a useful fire. What is
fire useful for? Cooking or perhaps just warmth. And what
good are cooking and warmth? L

I could go on with questions beyond questions, but
perhaps not much further. Soon I would come to such
values as health and useful skills and social status. What
are they good for? For Aristotle’s “complex action,” that’s

what. Or at least for the modern biological interpretation

DESIGN FOR WHAT!?

ol the complex action to which all adaptations contribute:
rvproductive success. Continued physical survival is
ordinarily significant in evolution only if it increases the
likelihood or extent of reproduction.

But reproduction is a tricky concept for sexual organ-
isms like ourselves. I have children and grandchildren,
but I am not really present in either generation. None of
those individuals inherited any of my body parts, and
none is more than 50 percent similar to me genetically. I
happened only once, I will never be duplicated, and
when I am gone it will be forever. My descendants’
biological heritage from me is limited to a sampling of my
penes. Half the genes in each of my children and a quarter
of those in each grandchild came from me. As noted in
chapter 2, my complete set of genes, my genotype, cannot
be passed on. So reproduction, for a sexual organism, has
a restricted meaning. It means passing on genes, dissoci-
ated fragments of the organism’s genotype. A mother
provides an egg and a father a sperm, and each such cell
contains the single set of genes on a single set of
chromosomes. The combination of egg and sperm genes
provides the genotype of the new individual, which then
develops according to its new and unique instructions.

It looks as if reproduction is the ultimate adaptation to
which all others are subordinate, but that is too simple,
because producing offspring is not the only way to get

one’s genes into future generations. An organism can also
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PN

Genealogical relations in a sexual population. Squares represent males,

circles females. (Mates are connected by horizontal lines. Vertical lines

indicate the offspring.) The shading indicates genes necessarily shared with
individual #5. The process of kin selection would be expected to result in her

treating her father (#1) as if his survival and reproduction were half as

important as her own, her nephew (#7) a quarter as important (all else being
equal), and so on.

transmit its genes by helping with the survival and
reproduction of relatives. Consider the diagram, which is
meant to show genealogical connections among eight
individuals. The overall ability of individual #5 to get her
genes (indicated by the shading) into future generations is
termed her inclusive fitness. The evolutionary process
that maximizes the ability to treat others according to
their genetic similarity to oneself is termed kin selection.

Statements about genetic variation and uniformity in

sexually reproducing populations are often confusing

DESIGN FOR WHAT?

bocause different measures are being discussed. In a
statement such as “We're still 98 percent chimps in our
penes,” it is obviously base-pair similarity of chimpanzee
and human gene pools that is being discussed. If part of
some gene in a human cell reads GTTAGCC and exactly
the same sequence of the chemical groups (nucleotides) is
found in the same place on the same gene in an ape cell,
the two are 100 percent similar for this sample. So what?
A gene is made up of thousands of base pairs, not just a
sequence of seven, as in the example shown. For two
genes to be really the same, every one of the thousands of
base pairs has to be the same. If proportions of such
exactly similar genes are estimated, it may be found that a
(uarter to a third of the genes may differ in human and
ape cells. Human cells from two different individuals
may well differ in several percent of their genes.

For a pedigree diagram, statements such as ““a child has
a 25 percent similarity to a half sibling” would have a
still different meaning. Twenty-five percent of the genes
are assuredly the same, because they came from the same
parent. What of the other 75 percent? We do not know.
Many of them might be the same. We know that they
came from the same population of which the individuals
are members, but that is all we know. We have to
consider them a random sample of the genes in that
population. The genes indicated by the shading in the

diagram are special, and are technically termed genes
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identical by descent. Favorable selection of individual #5
in modern evolutionary theory relates to her success in
getting the genes marked by the shading into future
generations at a greater rate than competing genes (those
shown by the unshaded regions). For this reason, it is
better to speak of genetic success rather than reproductive
success or the survival of the fittest. The important kind
of survival cannot just be physical survival; it has to lead
to some kind of genetic survival beyond any individual’s
lifetime.

Suppose we are dealing with an inbred population
with very little genetic variability; perhaps 99 percent of
the genes in any individual are exactly the same as those
in any other. Kin-selection theory still applies, because
the shading still represents assuredly identical genes,
while only 99 percent of the other genes are the same.
How much natural selection can take place in a popula-
tion in which 99 percent of the genes are identical?
Surely some, less than if only 90 percent were the same,
but more than if 99.9 percent were. All I am doing here is
applying to kin selection the same constraint that applies
to any other form of natural selection. The process will
not work if there is no genetic variation, and any shortage

of such variability will retard the process. Without

genetic variation there can be no evolution, from natural =

selection or any other cause.

The complete absence of genetic variation in a sexually

DESIGN FOR WHAT?

bers in the thousands or
more is so improbable that it is seldom a part of the
thinking of evolutionary biologists. Also, as explained in
chapter 2, biologists often use natural selection to explain
why an organism has the features it has rather than
conceivable alternative features. They are not concerned

reproducing population that

about whether it evolved those features rapidly or slowly.
So such biologists are seldom concerned about whether
the organisms they study differ at 10 percent of their gene
loci or at only 1 percent. Either way, they would expect
the same conditions to be produced by selection in the
long run, and they assume that the long run has in fact
happened. They are interested not in evolutionary change
by natural selection but in the evolutionary equilibria
already established by this process.

THE FUNDAMENTAL IMPORTANCE

OF GENETIC SUCCESS

The distinction between reproductive success and genetic
success is clearest in the social insects of the order
Hymenoptera (ants, bees, and wasps). For the moment I
will ignore various complications, such as the great
variability of mating systems and social structures, and
discuss the classic pattern in this group. A fertile female

(queen) mates with a male and starts a new colony, with
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or without the help of o pllnions from her old colony.
She can lay two kinds of (fggsf those fertilized by her mate
and those from which she withholds fertilization. These
unfertilized eggs get a single set of chromosomes and
genes from the queen, none from any other source. They
all grow up into males. The fertilized eggs develop into
individuals with a set of chromosomes and genes from
each parent, and they all become females. Most of these
females grow up into sterile workers that stay with the
queen and do everything for the colony except reproduce.
All the workers are daughters of the queen, and none of
these workers have offspring that carry their genes into

future generations.

But the workers have superb adaptations for their way
of life, just the sort of thing that inspired David Hume’s

of those features that aided, directly or indirectly, the

reproduction of ancestors. Worker ants or bees do not

reproduce, and no worker can inherit an adaptation froms
any ancestral worker. This logical difficulty so impressed 5
Darwin that he discussed the possibility that the adapta- -

tions of sterile workers must “at once annihilate the
theory.”

Obviously, if natural selection depends on the survival
of the fittest for reproduction, it cannot explain the
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adaptations of worker ants or bees. But suppose the
process can be based on fitness for genetic success rather
than reproduction. A worker does not reproduce, but
her genes are present in varying proportions in her
relatives. If those relatives are successful in reproducing,
they are passing her genmes to future generations. This
argument applies with special force to the kind of life
history I am discussing. If a worker were to produce a son
or daughter, half her genes would go to each offspring. If
her mother produces a daughter (the worker’s sister),
three-quarters of the worker’s genes will go to that new
female.

It is important to understand why. The worker’s father,
who fertilized the queen, had only one set of genes,
because he came from an unfertilized egg. All his
offspring get the same genes and are like identical twins
in these genes from their father. Only the mother, who
has two sets of genes from which she puts a randomized
single set into each egg, provides any genetic variation.
Hymenopteran sisters therefore have a three-quarter rela-
tion to one another, but only one-half to each offspring, if
they produce any. For a worker, there is more payoff
(genetic success) in her mother’s reproduction than in her
own. So a pedigree diagram for this group of insects looks
a bit different from the previous one. The three-quarters
genetic similarity between sisters is balanced by the one

quarter relation of a brother to a sister. He shares none of
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Pedigree diagram showing degrees of relationship for female bee or ant (#5)
with various other individuals. Note especially the difference in relationship
of a sister (#4) and a brother (#3).

the genes that the sister got from her father, because the
brother has no father.

If this seems confusing, just remember this basic
definition of genealogical relationship. Point your finger
at some random gene on some chromosome in one
individual and ask: What is the probability that this gene
went from the same source to some other individual?
This is the relationship of the other individual to the first.
Such relationships can be asymmetrical in the Hymenop-
tera. A randomly selected gene in a female has a 25

makes him 25 percent related to her. A randomly selected
gene from the single set in a male has a 50 percent

probability of being in his sister, so that she is 50 percent
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related to him. The especially close relationship between
sisters is often used to explain why, in this insect order,
ferales so regularly forgo their own reproduction and
devote themselves to their mother’s.

It has been pointed out, in confirmation of this theory,
that advanced social organizations have evolved in this
order of insects about a dozen times independently, and
in every case the societies consist solely of females. Males
(drones) make no contributions to the economy of the
hive. They leave shortly after they emerge from their
brood cells. The importance of the three-quarter relation-
ship is confirmed by comparison with termites, another
order of insects with advanced social organizations.
Termites have normal sexual reproduction, with both
males and females arising from fertilized eggs, and
without the special relationship between sisters. So this
special reason for societies being based entirely on
females is absent in the termites. Exactly as expected,
both sexes participate about equally in the workings of
termite societies.

It would seem that the elaborate organization of a
honeybee colony is an incidental consequence of each
individual’s efforts to maximize its own genetic success.

[t must also be pointed out that biologists differ widely in

their acceptance of this simple picture, because there are

many complications and worrisome details. All the

Hymenoptera have a 75 percent relationship between
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sisters, but many do not have complex societies based on
sterile workers. So while the special genetic relationships
in this order of insects may make the evolution of
complex societies more likely, they are neither necessary
nor sufficient. The mothers in nonsocial species raise
their own young with complex nurturing behaviors and
no help from males. If they were to evolve elaborate
societies, would you not expect them to be based on
females? The exclusion of males from the social life of the
colony would simply be an extension of their ancestral
exclusion from parental roles. In many social species,
workers may only be half sisters, because the queen
mated with more than one male. Some of her daughters
may have the same father, some different fathers. A
complication to this complication is that daughters of
multiply mated queens produced at the same time may be
mainly from the same father.

One of the great delights of scholarly pursuits such as
biology is that we can all form our own opinions on any
issue. There is clear consensus about many important
questions, and it is wise to follow it when there is no '.
reason to challenge it, but the jury is still out on just how
socially important the 75 percent relationship between
full sisters is in the Hymenoptera

COnsensus Peach individual social

insect, no matter how large and complexly organized its §f

society may be, can be regarded as maximally devoted t
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petting its own genes into future generations. It pursues
oal b

The tactics required for a

adaptive choice of option
e’s genetic success
and that of a typical mammal are radically different. A
mammal’s adaptations mainly serve its individual inter-
ests through that individual’s reproduction. A honeybee’s
adaptations are mainly individual features that serve that
individual’s genetic interests through its mother’s repro-
duction, which depends on the survival and reproduction
of the colony. Such quantitative measures as the amount
of time a bee forages for nectar would be optimized in
relation to the interests of the colony, not the forager.
Many observations indicate that this is so, and give the
consistent impression that the colony is a tightly organ-
ized team with all members devoted exclusively to group

interests. The intricacies of the adaptive organization of

the social insectghave suggested, to many biologists, the

superorganism Jpr entities such as honeybee colonies.

THE SCARCITY OF INDIVIDUAL
SUBORDINATION TO GROUP

INTERESTS

T'he same kind of analysis should be used to identify the
purpose of the adaptations of any other organism or group

of organisms. There are natural-history accounts for
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general audiences that tell us that a salmon leaves its rich
hunting grounds in the ocean and migrates up rivers to a
remote mountain stream in order to propagate its kind,
even thoyeh that surely means its own deathfIs that what
® spawning salmon is doing, sacrificing life for

continuation of its speciggl Its spawning may perpetuate

its genes, but surely it also perpetuates its species. Does it

il ¢ -

matter which we think of as its real purpose?

It does indeed, because an examination of the details of
its effort supports one conclusion and refutes the other.
When a female spawns, she puts her own eggs safely
under a layer of gravel in some spot chosen for its special
suitability for salmon egg development. In so doing, she
may be dislodging previously laid eggs, which then have
very little chance of survival. If she were to avoid a
previously used area and settle for a slightly less favor-
able location, the total productivity of young salmon
would be increased, even if some ‘other female would

have a bit more genetic success than she would. Eve

action by a spawning female salmon is just what wes

would expect for an effort to maximize her own genetic
success, regardless of its effect on group productivity. -

The males are even more obviously competitive. The y
fight ferociously with each other for the opportunity t¢
fertilize eggs laid by females. One male is adequate t@
fertilize almost all the eggs of many females, so why th
violent and exhausting effort? Because the whole point 0
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he reproductive behavior of a male salmon is to win for
itsolf the greatest attainable proportion of the fertiliza-
tlons of eggs produced by the local females. Everything it
doos is obviously a part of this effort to do better than
rompeting males. Nothing it does suggests that it is trying
f maximize the number of young salmon produced, or
Mhoir collective rate of survival, or any other result that
ight be seen to serve the general welfare of its popula-
an,

Another comparison is particularly apt in identifying
hat Aristotle’s “complex action” must really be, even if
ristotle missed it. What happens when (1) an independ-
it individual, plant or animal, is threatened with death,
11) when a honeybee colony is threatened with destruc-
Mon, and (3) when a population is threatened with
watirpation? The answers to the first two questions are the
same: the individual or the colony takes emergency
mensures. An animal fights back, or flees, or hides in a
stroat. A plant’s response is less obvious, but a plant
suddenly attacked by a large number of chewing insects
will often change its metabolism so as to devote resources
losn to growth, more to making defensive toxins.

I'he bee colony likewise fights back, and may do so in
ways that make its functional unity particularly clear.
fndividual bees may not only risk their lives but actively
sacrifice them for the good of the colony. When a bee

Mings, the sting may come out and take on an existence of
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its own, actively pumping venom into the stung animal
even if the bee itself is brushed away. The breaking loose
of the sting always kills the bee, but this in no way
reduces the enthusiasm of its attack. It thus clearly shows
its priorities: my life is worth very little; it is the survival
of my colony that matters, because only thus can my
genes survive.

What does a population do when threatened with
extirpation, for instance, the reduction of the sockeye .
salmon stock of the Yukon River to 1 percent of its
normal size? Nothing special happens at all. The individ-
ual salmon keep on with their normal activities, each
trying to reproduce more than its neighbors, with no .
regard to effects on the stock as a whole. Individual
salmon respond to individual threats in adaptive ways,
but salmon populations take no concerted action to avoid |
being wiped out. Their populations show no functional
organization like that of a bee colony.

FOR THE HARM OF THE SPECIES

------- ssssssssnse

The absence of a functional organization for populations:
or species actually has worse consequences than might be
imagined, because natural selection within the groups
can produce results that not only fail to help the group as
a whole but may be harmful, or at least systematically
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wasteful. One example is the effect of selection on a
population-sex ratio. The really basic question of why
reproduction is often sexual is explored in chapter 5.
Here I will just assume that it is, and is made up of males
and females rather than hermaphrodites. What then
determines what fraction of the total is male and what
fraction female?

The history of thought on this question is rather
curious. Darwin worried about it a little, but shrugged it
off. It was then totally ignored until 1930, when Ronald
A. Fisher, one of the patriarchs of modern Darwinism,
tersely provided the essence of the currently accepted
Idea. This explanation invokes what is now known as
[requency-dependent selection, a rather elementary idea
in traditional economic reasoning. Suppose you are
oqually skilled as a smith and a carpenter, and have the
resources to set up shop in a village for one trade but not
both. You know that the village already has a smith.
Should this influence your decision? A well-known
oxnmple of the same principle, applied in fact to sex ratio,
is provided by Shakespeare in The Taming of the Shrew.
I'hink of the trouble Baptista would have saved himself if
ho had fathered a son and a daughter instead of Bianca
and Katharina. Minimizing your children’s competition
for mates is a good idea if you want to maximize your
production of grandchildren.

Problems in frequency-dependent selection in biology
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opponent

male | female

male 0 1

player
female 1 0

are often analyzed by what is known in game theory as
a payoff matrix, and sex ratio provides the simplest pos-
sible example. In the illustration, the individual labeled

player has a choice of being a male or a female. The next
individual it encounters, labeled opponent, will be one or
the other. Whichever our player chooses to be, if the
opponent turns out to be of the opposite sex, it wins in its
game of reproduction. The winning is represented by the
score of 1 in the matrix. If the opponent is of the same
sex, there is no reproduction, no winning, score 0. ‘

What advice do you give the player in this kind o
game? Unless you know something about the sex of the
opponent, there can be nothing wiser than flipping a coin.
But suppose you know that the males are slightly in the
majority in the population. Now you can offer sound
advice: be a female; or, if it is too late for that, have &
daughter, not a son. A closer-to-home example: you are &
lecherous heterosexual man and there are two singles’
bars in town. One of them has mostly men in it, the oth

mostly women. Which will you choose?

DESIGN FOR WHAT?

Selection on sex ratio operates by favoring any individ-
ual who becomes a member of the minority sex or
produces mostly that sex among its offspring. The
nxpected immediate result of this selection is to increase
the abundance of the minority sex. The long-term result is
that the minority sex stops being in the minority and the
sox ratio stabilizes at equal numbers. An example is
found in the approximately equal numbers of men and
women in the world. As long as this condition prevails,
men will, collectively and on the average, produce about
the same number of babies as women do. Neither sex has
an advantage, and selection on sex ratio disappears. It
will reappear and act to reestablish the nearly equal
numbers if ever this equilibrium is disturbed.

All sorts of questions will crop up at this point: At what
e do we expect equal numbers of males and females?
What is the effect of sons and daughters having different
mortality rates or different costs to the parents? What if
males and females mature at different ages? Why is there,
in fact, a slight preponderance of boys at birth? These are
(uestions that biologists have discussed at great length,
but their answers imply quite minor quantitative modifi-
cations of the 50:50 ratio expected from simple fre-
(uency-dependent selection. This selection always favors
the minority sex. This is true regardless of how it affects
the well-being of the group as a whole.

And the effect can be decidedly hegative. Richard
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Dawkins, in his book River Out of Eden, discusses the
dramatic example of elephant seals. In the breeding
season, the females come ashore on suitable beaches to
give birth and nurse their babies and be fertilized for next
year's births. The beaches are crowded by adults, a
scattering of individual males each with a large harem of
females. This is not the adult sex ratio; it is merely the sex |
ratio of reproducing adults. The true ratio is not far from
equal. This means that most of the males are unsuccess-.
ful. For every male with a harem, there are many celibate
bachelors. They represent a waste of resources, because
only a small fraction of them will reproduce. Yet because
of frequency-dependent selection, the population goes
on, generation after generation, producing about the same.
number of males as females. '
Actually it is worse than would be inferred from just
the equality of numbers. There is a gross difference in
size, the males being far larger than the females. This is
because only the biggest and strongest males have any
hope of winning mates against the fierce competition
from other males. So frequency-dependent selection
keeps the population producing a wastefully large num-
ber of males, and sexual selection goes on making each
male wastefully large. A successful male, over his life-
time, consumes far more food than does a successfu
female, who bears the entire physiological burden o
reproduction for both her own and her mate’s genes. Our
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own species is afflicted with the same difficulties, but
fortunately not to the same extent. The recent feminist
slogan “men are not cost-effective” is entirely correct
biologically: there are too many of them; they are too big;
they accomplish less than women per unit of resources
consumed. :

The formal game of prisoners’ dilemma, for which
traders’ dilemma would be more apt a name, has a payoff
matrix rather different in form from the one in the
previous illustration, but shows another way in which
natural selection may have negative effects at the group
level. Suppose some evening you are driving a car with a
(ierman license plate through a little town in Switzerland
to your home in Italy. You notice a store that sells
computer supplies, and you remember that you need
diskettes. You stop because the store is selling for ten
marks what would cost you twenty at home. So you are
willing to pay the ten marks and be a winner by ten
marks, according to your evaluation of the goods. But
wait—you might do even better. You happen to have
some worthless counterfeit marks. It is too dark in the
store now to notice, and the storekeeper won’t see until
morning that the money is not real. By then you will be in
another country, and it is unlikely that you will ever be
back here again. Your situation is that described in the
matrix. H represents the strategy of being honest, and

paying real money, D the dishonest use of the counterfeit.
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opponent
H D
H 10 -10
player
D 20 0

What should you do? Obviously, if self-interest is your

only motivation, you should be dishonest. That way you
get the twenty marks’ worth of goods for nothing. If you
paid real money, you would give up ten marks and have a

net gain of only ten.

Unfortunately, you are not the only player with a

dishonest option. The storekeeper has diskettes that he
knows to be grossly defective. No buyer will realize this
before getting them home and trying to use them. The

storekeeper notices your German car and your Friulano

accent and thinks, “T'll never meet this guy again. Why

waste good merchandise when I can foist off this worth-

less box?” What should he do? Again, self-interest
provides one clear answer: be dishonest! The net expecta-
tion from all this rational decision making should be cle

from the payoff matrix. If everyone in such a game were

consistently honest, everyone would win ten marks per

game. But what happens in such an honest society if a

cheater appears? The cheater’s winnings are greater, and

some honest player is penalized. What happens if all
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players cheat? No one wins. The storekeeper gets worth-
loss  counterfeit money, the traveler some worthless
diskettes. Yet dishonesty remains the best policy for
overyone, because of a simple rule apparent from the
payoffs. No matter what your opponent does, you do
better by cheating. So natural selection proceeds to
ostablish this rule, and reduces the payoff for everyone to
coro from a potential positive gain.

[ will mention only one of many possible biological
applications of the traders’ dilemma. There is often an
optimal group size for its members, for instance, the
number of fish in a school in a pond. When a predator
attacks, it is likely that no more than one fish will die,
because, once one is caught, the others can get away. This
means that if there are m fish in the school, the
probability is 1/m that a given fish will be the next victim.
Obviously the safest place to be is in the largest school
available. Unfortunately, the bigger the school the greater
the competition for food and the less there will be for
onch fish. The optimum school size will be that with the
preatest excess of benefit, from predator avoidance, over
cost, from decreased nutrition.

Suppose ten is the optimum number, and a fish finds
itself in a school of twenty. What should it do, purely
from the standpomt of self-interest? If it stays, it and all
the others will suffer from a food shortage. If it leaves, it

would help all the others by increasing their nutrition,
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but it would expose itself to much greater risk of death
from predation. It could well be that, from the standpoint
of its long-term fitness considerations, it is better to keep

its risk at 1/20 for the next predator attack and make do

with a deficient diet. If so, the twenty fish will continue to

swim together, even though, from every individual’s

perspective, it would be better to break up into two

schools of ten.

A human level of rationality in this situation might
well result in the two optimal groups. An individual
could assume the lead and say, “Look, fellas, there are too
many of us. Let’s all us on the left side of the school turn
left, and you guys on the right head the other way. Then
we will achieve the optimum trade-off between predation
hazard and competition for food.” Unfortunately, the
only decision making the fish can manage is a simple “I
should stay in this bad situation” versus “I should move
away into a worse situation.” This inevitably, in the
dilemma described, results in schools that are too big,

and at least one study suggests that this happens regularly

be described that would illustrate the principle that,

although some groups, such as honeybee colonies, are

Thev are just mobs of self-seeking individualgl In the next

chapter I return to the examination e evolved mecha-

nisms, with emphasis on two related questions: How are
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hoy produced (development), and how do they work
physiology)? I also consider the more fundamental

fquestion of how such problems are legitimately resolved.
.
.
]
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ARWIN perceived a fundamental prob-

lem of social life and its potential solu-
tion in the following famous passage from De-
scent of Man (1871:166):

It must not be forgotten that although a
high standard of morality gives but a
slight or no advantage to each individual
man and his children over the other men
of the same tribe . . . an increase in the
number of well-endowed men and an ad-
vancement in the standard of morality
will certainly give an immense advantage
to one tribe over another.

The problem is that for a social group to func-
tion as an adaptive unit, its members must do
things for each other. Yet, these group-advan-
tageous behaviors seldom maximize relative
fitness within the social group. The solution,
according to Darwin, is that natural selection
takes place at more than one level of the bio-
logical hierarchy. Selfish individuals might
out-compete altruists within groups, but in-
ternally altruistic groups out-compete selfish
groups. This is the essential logic of what has
become known as multilevel selection theory.

Darwin’s insight would seem to provide an
elegant theoretical foundation for sociobiol-
ogy, but that is not what happened, as anyone
familiar with the subject knows. Instead,
group selection was widely rejected in the
1960s and other theoretical frameworks were
developed to explain the evolution of altru-
ism and cooperation in more individualistic
terms. The following passage from George C
Williams’s book, Adaptation and Natural Selec-
tion (1966:92-93), illustrates the tenor of the
times, which seemed to make the rejection of
group selection a pivotal event in the history
of evolutionary thought:

It is universally conceded by those who
have seriously concerned themselves
with this problem . . . that such group-
related adaptations must be attributed to
the natural selection of alternative groups
of individuals and that the natural selec-
tion of alternative alleles within popula-
tions will be opposed to this develop-
ment. I am in entire agreement with the
reasoning behind this conclusion. Only
by a theory of between-group selection
could we achieve a scientific explanation
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of group-related adaptations. However, I
would question one of the premises on
which the reasoning is based. Chapters 5
to 8 will be primarily a defense of the
thesis that group-related adaptations do
not, in fact, exist. A group in this discus-
sion should be understood to mean
something other than a family and to be
composed of individuals that need not
be closely related.

Forty years later, this clarity has been lost.
In the current sociobiological literature, it is
easy to find the following contradictory posi-
tions, side by side in the same journals and
bookshelves:

® Nothing has changed since the 1960s.

e Multilevel selection theory (including
group selection) has been fully revived.

e There is a “new” multilevel selection the-
ory that bears little relationship to the
“old” theory.

* Group selection is not mentioned, as if it
never existed in the history of evolution-
ary thought.

Part of this confusion can be explained in
terms of the diffusion of knowledge. It takes
time for the newest developments in theoreti-
cal biology to reach scientists who conduct em-
pirical research, and longer still to reach di-
verse audiences who receive their information
third, fourth, and fifth hand. However, part of
the confusion continues to exist at the highest
level of scientific discourse, as we will show.

We think that sociobiology’s theoretical
foundation can be as clear today as it appeared
to be in the 1960s, but only if we go back to
the beginning and review the basic logic of
multilevel selection, what appeared to be at
stake in the 1960s, and why the original rejec-
tion of group selection must be reevaluated on
the basis of subsequent research. Everyone can
benefit from this “back to basics” approach,
from the most advanced theorists to students
learning about sociobiology for the first time.

A WorD ABOUT TAINTED WORDS

It is a natural human tendency to avoid as-
sociating oneself with people or ideas that
have acquired a bad reputation in the past.
Thus, there are evolutionists who study social
behavior, but avoid the term “sociobiology,”
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or who study psychology, but avoid the term
“evolutionary psychology,” because of partic-
ular ideas that were associated with these
terms in the past, including their supposed
political implications. At a broader scale,
there are people who avoid the word “evolu-
tion” because of past negative associations,
even though they are clearly talking about
evolutionary processes. We think that this
very understandable temptation needs to be
resisted in the case of scientific terminology,
because the shortterm gain for the user
(avoiding negative associations) results in
long-term confusion for the field as a whole
(a proliferation of terms that mean the same
thing). The problem has been especially se-
vere for multilevel selection theory because
many evolutionists have felt that their very ca-
reers would be jeopardized if they invoked
group selection. In some cases, their fears
were well founded; we could provide numer-
ous examples of colleagues whose articles and
grant proposals were rejected when stated in
terms of multilevel selection theory, and then
accepted when restated using other terms. In
this article, we define our terms at face value,
regardless of past associations: sociobiology is
the study of social behavior from a biological
perspective, group selection is the evolution
of traits based on the differential survival and
reproduction of groups, and so on. Return-
ing to face-value definitions is a first step to-
ward resolving the confusion that plagues the
modern sociobiological literature (see also
Foster et al. 2007).

From an evolutionary perspective, a behav-
ior can be regarded as social whenever it in-
fluences the fitness of other individuals in ad-
dition to the actor. Social behaviors need not
be prosocial; aggression fits the definition as
does cooperation. Also, the interactions need
not be direct; a feeding behavior that reduces
the fitness of others by depleting their re-
sources counts as social. Even genetic and de-
velopmental interactions within a single in-
dividual can be regarded as social, since the
organisms of today are now known to be the
social groups of past ages, as we will describe
in more detail below. Narrower definitions of
social behavior might be useful for some pur-
poses, but the important point to keep in
mind is that the concepts reviewed in this ar-
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ticle apply to any trait that influences the fit-
ness of others in addition to the actor, re-
gardless of how “social” these traits might
appear in the intuitive sense.

THE HisTOrRY AND BAsic LocGIic or
MULTILEVEL SELECTION THEORY

During evolution by natural selection, a
heritable trait that increases the fitness of oth-
ers in a group (or the group as a whole) at
the expense of the individual possessing the
trait will decline in frequency within the
group. This is the fundamental problem that
Darwin identified for traits associated with
human morality, and it applies with equal
force to group-advantageous traits in other
species. It is simply a fact of social life that
individuals must do things for each other to
function successfully as a group, and that
these actions usually do not maximize their
relative fitness within the group.

Why is there usually a tradeoff? Because
there is usually a tradeoff between all adap-
tations. Antipredator adaptations usually in-
terfere with harvesting food, adaptations for
moving through one medium (such as the
air) usually interfere with moving through an-
other medium (such as the water), and so on.
The same principle applies to adaptations for
functioning as a team player in a well-coor-
dinated group, compared to maximizing
one’s relative fitness within the group. This
does not mean that the tradeoff must neces-
sarily be severe. Benefiting others or one’s
group as a whole does not invariably require
extreme self-sacrifice, such as rushing into a
burning house to save a child, but it does re-
quire some set of coordinating mechanisms,
such as organizing and paying for a fire de-
partment, passing and enforcing fire safety
legislation, and so on. It is unlikely that these
coordination mechanisms evolve as a coin-
cidental byproduct of organisms that are
adapted exclusively to survive and reproduce
better than other members of their same
group. That is why Darwin felt confident in
saying that “a high standard of morality gives
but a slight or no advantage to each individ-
ual man and his children over the other men of
the same tribe.” As for human morality, so also
for group-level adaptations in all species.

Something more than natural selection
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within single groups is required to explain
how altruism and other group-advantageous
traits evolve by natural selection. For Darwin,
in the passage quoted above, that “some-
thing” was between-group selection. Group-
advantageous traits do increase the fitness of
groups, relative to other groups, even if they
are selectively neutral or disadvantageous
within groups. Total evolutionary change in a
population can be regarded as a final vector
made up of two component vectors, within-
and between-group selection, that often point
in different directions.

The basic logic of multilevel selection ap-
plies to an enormous range of social behaviors,
including the evolution of sexual reproduc-
tion and sex ratio, distastefulness in insects,
prudent use of resources, warning others
about predators, social insect colonies as su-
perorganisms, and more. The relevant group-
ings are equally diverse, from a social insect
colony (as a superorganism) or an ephemeral
flock of birds (for warning calls), to multige-
nerational groups (for prudent use of re-
sources), to entire species and clades (for sex-
ual reproduction). Two related themes give
these examples conceptual unity. First, single
traits can evolve despite being locally disadvan-
tageous wherever they occur. For this to hap-
pen, an advantage at a larger scale (between
groups) must exist to counteract the disadvan-
tage at a smaller scale (within groups). Second,
a higher-level unit (such as a social insect col-
ony) can become endowed with the same
adaptive properties that we associate with sin-
gle organisms. There can be such a thing as a
superorganism. D S Wilson (1997) referred to
these themes as “altruism” and “organism.”
They are closely related but not entirely over-
lapping, since becoming a superorganism in-
volves more than the evolution of a single trait.

Evolutionary theory was placed on a math-
ematical foundation by the first population
geneticists, in particular Ronald Fisher, Sew-
all Wright, and J B S Haldane. Each consid-
ered the problem of multilevel selection, but
only briefly, because it was not the most im-
portant issue compared to even more foun-
dational issues such as the consequences of
Mendelian genetics (reviewed by Sober and
D S Wilson 1998). All three men shared Dar-
win’s perception that group-advantageous
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traits seldom maximize relative fitness within
groups, thereby requiring a process of
between-group selection to evolve. Unfortu-
nately, many other biologists did not share
this insight and uncritically assumed that ad-
aptations evolve at all levels of the biological
hierarchy without requiring a correspond-
ing level of selection. When the need for
between-group selection was acknowledged,
it was often assumed that between-group se-
lection easily trumped within-group selec-
tion. The following passage from the text-
book Principles of Animal Ecology (Allee et al.
1949:729) illustrates what became known in
retrospect as “naive group selectionism”:

The probability of survival of individual
living things, or of populations, increases
with the degree with which they harmo-
niously adjust themselves to each other
and to their environment. This principle
is basic to the concept of the balance of
nature, orders the subject matter of ecol-
ogy and evolution, underlies organismic
and developmental biology, and is the
foundation for all sociology.

Another naive group selectionist was V C
Wynne-Edwards, who proposed that organ-
isms evolve to assess and regulate their popu-
lation size to avoid overexploiting their re-
sources in his book, Animal Dispersion in
Relation to Social Behavior (Wynne-Edwards
1962, 1986). He was aware that group selec-
tion would be required and would often be
opposed by selection within groups, but he
assumed that group selection would usually
prevail and proceeded to interpret a vast ar-
ray of animal social behaviors according to his
thesis without evaluating the levels of selec-
tion in any particular case.

These issues began to occupy center stage
among evolutionary biologists in the 1960s, es-
pecially under the influence of George C Wil-
liams’s (1966) Adaptation and Natwral Selection.
Williams began by affirming the importance of
multilevel selection as a theoretical frame-
work, agreeing with Darwin and the popula-
tion geneticists that group-level adaptations re-
quire a process of group-level selection. He
then made an additional claim that between-
group selection is almost invariably weak com-
pared to within-group selection (both posi-
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tions are represented in the above-quoted
passage). It was this additional claim that
turned multilevel selection theory into what
became known as “the theory of individual se-
lection.” Ever since, students have been taught
that group selection is possible in principle,
but can be ignored in practice. Seemingly
other-oriented behaviors must be explained as
forms of self-interest that do not invoke group
selection, such as by helping one’s own genes
in the bodies of others (kin selection), or by
helping others in expectation of return bene-
fits (reciprocity). The concept of average ef-
fects in population genetics theory, which av-
erages the fitness of alleles across all genotypic,
social, and environmental contexts, was elab-
orated by both Williams and Richard Dawkins
(1976) into the “gene’s eye view” of evolution,
in which everything that evolves is interpreted
as a form of “genetic selfishness.”

The rejection of group selection in the
1960s was based on three arguments, like the
legs of a stool: a) group selection as a signifi-
cant evolutionary force is theoretically im-
plausible; b) there is no solid empirical evi-
dence for group selection as a distinctive,
analytically separable process; and c) alter-
native theories can explain the evolution of
apparent altruism without invoking group
selection. In the following sections, we will
show that all three arguments have failed,
based on subsequent research. If this infor-
mation had been available to Williams and
others in the 1960s, the history of sociobiol-
ogy would have headed in a completely dif-
ferent direction. The component vectors of
within- and between-group selection would
need to be calculated on a case-by-case basis
to determine the final vector of evolutionary
change in the total population. Traits could
legitimately be regarded as “for the good of
the group” whenever they evolve by group
selection, in the same sense that an indi-
vidual-level adaptation (such as the eye)
is regarded as “for the good of the individ-
ual.” Instead, sociobiology proceeded along
a seemingly triumphant path based entirely
on the calculus of individual and genetic
self-interest, under the assumption that
group selection can be categorically ig-
nored. It is precisely this branch point that
must be revisited to put sociobiology back on
a firm theoretical foundation.
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THE THEORETICAL PLAUSIBILITY OF
GROUP SELECTION AS A SIGNIFICANT
EvoLUTIONARY FORCE

The rejection of group selection was based
largely on theoretical plausibility arguments,
which made it seem that between-group se-
lection requires a delicate balance of param-
eter values to prevail against within-group se-
lection. These early models were published at
a time when the desktop computing revolu-
tion, the study of complex interactions, and
appreciation of such things as social control
(e.g., Ratnieks and Visscher 1989; Boyd and
Richerson 1992) and gene-culture coevolu-
tion (Lumsden and E O Wilson 1981; Boyd
and Richerson 1985; Richerson and Boyd
2005) were barely on the horizon. It should
surprise no one that the initial assessment
must be revised on the basis of four decades
of subsequent research.

All of the early models assumed that altru-
istic and selfish behaviors are caused directly
by corresponding genes, which means that
the only way for groups to vary behaviorally is
for them to vary genetically. Hardly anyone re-
gards such strict genetic determinism as bio-
logically realistic, and this was assumed in the
models primarily to simplify the mathematics.
Yet, when more complex genotype-pheno-
type relationships are built into the models,
the balance between levels of selection can be
easily and dramatically altered. In other
words, it is possible for modest amounts of
genetic variation among groups to result in
substantial amounts of heritable phenotypic
variation among groups (D S Wilson 2004).

The early models also assumed that varia-
tion among groups is caused primarily by
sampling error, which means that it declines
precipitously with the number of individuals
that independently colonize each group and
migration among groups during their exis-
tence. This assumption must be revised on
the basis of agent-based models. When indi-
vidual agents interact according to biologi-
cally plausible decision rules, a spatial patch-
iness emerges that has little to do with
sampling error (e.g., Johnson and Boerlijst
2002; Pepper and Smuts 2002; Pepper 2007).
An example is a recent simulation model on
the kind of social signaling and population
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regulation envisioned by Wynne-Edwards
(Werfel and Bar-Yam 2004). Individuals cre-
ate a local signal when crowded and curtail
their reproduction accordingly. Their base
reproductive rate and response to the signal
are allowed to vary as independent continu-
ous traits, including “cheaters” who repro-
duce at the maximum rate and ignore the
signal altogether. Interactions occur on a two-
dimensional lattice in which each cell repre-
sents an area occupied by the resource alone,
both the resource and consumers, or by nei-
ther. Consumers that reproduce at the maxi-
mum rate are selectively advantageous within
groups, but tend to drive their resource (and,
therefore, themselves) extinct, exactly as en-
visioned by Wynne-Edwards and the early
group selection models. More prudent con-
sumers are maintained in the total popula-
tion by spatial heterogeneity, which emerges
spontaneously on the basis of complex inter-
actions among the various traits. The local
disadvantage of curtailed reproduction does
not entirely determine the outcome of selec-
tion in the total population. In general, com-
plex social and ecological interactions, cou-
pled with limited dispersal, result in a kind of
spatial heterogeneity that is far outside the
envelope conceived by earlier models based
on sampling error in the absence of complex
interactions (see also Gilpin 1975; Avilés et al.
2002; Aktipis 2004).

Another early conclusion was that group se-
lection is weak for groups that last for multi-
ple generations, because the “generation
time” is greater for groups than for individ-
uals. Three examples will show how this con-
clusion has been overturned by subsequent
theoretical models. First, even though altru-
ists decline in frequency within each group
and ultimately go extinct after a sufficient
number of generations, the differential fit-
ness of groups also increases with each gen-
eration, especially when the groups grow ex-
ponentially at a rate determined by the
frequency of altruists. Simulations show that
group selection can remain a significant force
even when the groups last 10 or 15 genera-
tions between dispersal episodes (D S Wilson
1987; Avilés 1993). Second, Gilpin (1975)
showed that when predator/prey dynamics
are nonlinear, a small increase in predator

THE QUARTERLY REVIEW OF BIOLOGY

VoLuME 82

consumption rate can have a large effect on
extinction rates, causing group selection to
be effective in multiple-generation groups.
Third, Peck (2004) modeled altruism and self-
ishness as suites of traits that must occur in
the right combination to function correctly,
rather than as single traits. In this case, when
a selfish individual migrates into an altruistic
group, its genes do not spread because they
become dissociated by sexual reproduction
and no longer occur in the right combina-
tion. An altruistic group can persist indefi-
nitely, replacing less altruistic groups when
they go extinct. These and other examples do
not imply that group selection is invariably ef-
fective in multigenerational groups, but they
do overturn the earlier conclusion that group
selection can be categorically ignored.

Acknowledging the theoretical plausibility
of group selection as a significant evolution-
ary force is not a return to the bad old days
of naive group selectionism. It has always
been the goal of population genetics theory
to provide a complete accounting system for
evolutionary change, including selection,
mutation, drift, and linkage disequilibrium.
The question is whether group selection can
be categorically ignored when natural selec-
tion is separated into within- and between-
group components. Few theoretical biologists
would make this claim today, however reason-
able it might have appeared in the 1960s. Yet,
these developments have not resulted in an
appropriately revised theory, even among
some of the theorists, nor have they spread to
the wider community of scientists interested
in the evolution of social behavior. There is a
form of naive selectionism that needs to be
corrected, as before the publication of Adap-
tation and Natural Selection, but today it is the
naive assumption that group selection can be
consistently ignored.

EMPIRICAL EVIDENCE FOR
GROUP SELECTION

The rejection of group selection in the
1960s was not based upon a distinguished
body of empirical evidence. Instead, Williams
(1966) used the theoretical implausibility of
group selection as a significant evolutionary
force to argue that hypotheses framed in
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terms of individual selection are more parsi-
monious and, therefore, preferable to hypoth-
eses that invoke group selection. In this fash-
ion, broad categories of behavior such as
dominance and territoriality were interpreted
individualistically on the basis of plausibility ar-
guments, without careful measurements of
within- versus between-group selection for par-
ticular traits in particular species. Parsimony
can be a factor in deciding between alternative
hypotheses, but it cannot substitute for an eval-
uation of the data (Sober and D S Wilson 1998;
Sober 2008). No population geneticist would
argue that drift is more likely than selection
and no ecologist would argue that predation
is more likely than competition on the basis of
parsimony. These alternatives are all plausible
and their relative importance must be deter-
mined empirically on a case-by-case basis. Sim-
ilarly, the direction and strength of within-and
between-group selection must be determined
on a case-by-case basis if both are theoretically
plausible.

The closest that Williams came to a rigor-
ous empirical test was for sex ratio, leading
him to predict that female-biased sex ratios
would provide evidence for group selection.
The subsequent discovery of many examples
of female-biased sex ratios, as well as evidence
of group selection in the evolution of disease
organisms, brought him back toward multi-
level selection in the 1990s (Williams and
Nesse 1991; Williams 1992).

Some of the best recent evidence for group
selection comes from microbial organisms, in
part because they are such efficient systems
for ecological and evolutionary research
spanning many generations (Velicer 2003).
The “wrinkly spreader (WS)” strain of Pseu-
domonas fluorescens evolves in response to an-
oxic conditions in unmixed liquid medium,
by producing a cellulosic polymer that forms
a mat on the surface. The polymer is expen-
sive to produce, which means that nonpro-
ducing “cheaters” have the highest relative fit-
ness within the group. As they spread, the mat
deteriorates and eventually sinks to the bot-
tom. WS is maintained in the total population
by between-group selection, despite its selec-
tive disadvantage within groups, exactly as en-
visioned by multilevel selection theory (Rai-
ney and Rainey 2003).
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As another example, Kerr et al. (2006)
created a metapopulation of bacteria (the
resource) and phage (the consumer) by cul-
turing them in 96-well microtiter plates. Mi-
gration between groups was executed by a
high-throughput, liquid-handling robot ac-
cording to a prespecified migration scheme.
Biologically plausible migration rates en-
abled “prudent” phage strains to out-
compete more “rapacious” strains, exactly as
envisioned by Wynne-Edwards and subse-
quent theorists such as Gilpin (1975) and
Werfel and Bar-Yam (2004). As Kerr et al. put
it, “spatially restricted migration reduces the
probability that phage reach fresh hosts, ren-
dering rapacious subpopulations more prone
to extinction through dilution. Consequently,
the tragedy of the commons is circumvented
at the metapopulation scale in the Restricted
treatment” (2006:77). More generally, the
well-established fact that reduced virulence
often evolves by group selection in disease or-
ganisms (Bull 1994; Frank 1996) provides a
confirmation of Wynne-Edwards’s hypothe-
sis—not for all species, but for at least some
species.

Multilevel selection experiments in the lab-
oratory have been performed on organisms
as diverse as microbes, plants, insects, and
vertebrates (Goodnight et al. 1992; Good-
night and Stevens 1997). Phenotypic varia-
tion among groups is usually considerable,
even when the groups are founded by large
numbers of individuals, as expected on the
basis of the newer theoretical models. For ex-
ample, microcosms colonized by millions of
microbes from a single well-mixed source nev-
ertheless become variable in their phenotypic
properties within a matter of days. When mi-
crocosms are selected on the basis of these
properties and used to colonize a new “gen-
eration” of microcosms, there is a response to
selection (Swenson et al. 2000a,b).

Quantitative genetics models separate phe-
notypic variation into additive and nonaddi-
tive components, with only the former lead-
ing to a response to selection (narrow-sense
heritability). Laboratory selection experi-
ments show that the nonadditive component
of variation within groups can contribute to
the additive component of variation among
groups, causing group-level traits to be more
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heritable than individual-level traits. For ex-
ample, selecting plants within a single group
on the basis of leaf area did not produce
much response to selection, but selecting
whole groups on the basis of leaf area pro-
duced a strong response to selection. This re-
sult makes sense theoretically when pheno-
typic traits such as leaf area are influenced by
interactions among individuals within the
group, rather than being directly coded by
genes (Goodnight 2000, 2005).

Field studies of social vertebrates are sel-
dom as precise as laboratory experiments but
nevertheless provide convincing evidence for
group selection. The following description of
territorial defense in lions (Packer and Hein-
sohn 1996:1216; see also Heinsohn and
Packer 1995) is virtually identical to Darwin’s
passage about human morality that began this
article: “Female lions share a common re-
source, the territory; but only a proportion of
females pay the full costs of territorial de-
fense. If too few females accept the responsi-
bilities of leadership, the territory will be lost.
If enough females cooperate to defend the
range, their territory is maintained, but their
collective effort is vulnerable to abuse by their
companions. Leaders do not gain ‘additional
benefits’ from leading, but they do provide
an opportunity for laggards to gain a free
ride.” In this field study, extensive efforts to
find a within-group advantage for territorial
defense failed, leaving between-group selec-
tion as the most likely—and fully plausible—
alternative.

To summarize, four decades of research
since the 1960s have provided ample empiri-
cal evidence for group selection, in addition
to its theoretical plausibility as a significant
evolutionary force.

ARE THERE ROBUST ALTERNATIVES
TO GROUP SELECTION?

Inclusive fitness theory (also called kin se-
lection theory), evolutionary game theory
(including the concept of reciprocal altru-
ism), and selfish gene theory were all devel-
oped explicitly as alternatives to group selec-
tion. In addition to these major theoretical
frameworks, there are numerous concepts
such as indirect reciprocity (Nowak and Sig-
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mund 2005; Nowak 2006), byproduct mutu-
alism (Dugatkin 2002; Sachs et al. 2004), and
costly signaling (Lachmann etal. 2001; Cronk
2005) that claim to explain the evolution of
cooperation and altruism without invoking
group selection. Nevertheless, all evolution-
ary models of social behavior share certain
key features, no matter what they are called.
Recognizing the similarities can go a long way
toward establishing theoretical unity for the
field.

First, all models assume the existence of
multiple groups. Why? Because social inter-
actions almost invariably take place among
sets of individuals that are small compared to
the total population. No model can ignore
this biological reality. In N-person game the-
ory, N refers to the size of the group within
which social interactions occur. In kin selec-
tion theory, r specifies that individuals are in-
teracting with a subset of the population with
whom they share a certain degree of genea-
logical, genetic, or phenotypic similarity (de-
pending upon the specific formulation), and
so on. The groups need not have discrete
boundaries; the important feature is that so-
cial interactions are local, compared to the
size of the total population.

Second, all models must converge on the
same definition of groups for any particular
trait. Why? Because all models must calculate
the fitness of individuals to determine what
evolves in the total population. With social be-
haviors, the fitness of an individual depends
upon its own phenotype and the phenotypes
of the others with whom it interacts. These
other individuals must be appropriately spec-
ified or else the model will simply arrive at
the wrong answer. If individuals interact in
groups of N = 5, two-person game theory will
not do. Evolutionary theories of social behav-
ior consider many kinds of groups, but that is
only because they consider many kinds of
traits. For any particular trait, such as inter-
group conflict in humans, mat formation in
bacteria, or territorial defense in lions, there
is an appropriate population structure that
must conform to the biology of the situation,
regardless of what the theoretical framework
is called. That is the concept of the trait-group
(D S Wilson 1975); the salient group (and
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other aspects of population structure) for any
particular trait.

Third, in virtually all cases, traits labeled
cooperative and altruistic are selectively dis-
advantageous within the groups and require
between-group selection to evolve. WD Ham-
ilton (1975) realized this property of inclusive
fitness theory when he encountered the work
of George Price in the early 1970s (Price
1970, 1972). Price had derived an equation
that partitions total gene frequency change
into within- and between-group components.
When Hamilton reformulated his theory in
terms of the Price equation, he realized that
altruistic traits are selectively disadvanta-
geous within kin-groups and evolve only be-
cause kin-groups with more altruists differ-
entially contribute to the total gene pool.
Hamilton’s key insight about the importance
of genetic relatedness remained valid, but
his previous interpretation of inclusive fit-
ness theory as an alternative to group selection
was wrong, as he freely acknowledged (Ham-
ilton 1996:173-174; Schwartz 2000). The im-
portance of genetic relatedness can be ex-
plained in terms of the parameters of
multilevel selection, rather than requiring
additional parameters (Michod 1982). For
example, genetic relatedness might be an
important factor in the evolution of territorial
defense in lions, but only because it increases
genetic variation among groups, thereby in-
creasing the importance of between-group se-
lection compared to within-group selection.
Much the same conclusion has been drawn
from social insects (e.g., Queller 1992; Bourke
and Franks 1995; Wenseleers et al. 2003), as
we will describe in more detail below.

For two-person game theory, the coopera-
tive tit-for-tat strategy never beats its social
partner; it only loses or draws. The only rea-
son that tit-for-tat and other cooperative strat-
egies evolve in a game theory model is be-
cause groups of cooperators contribute more
to the total gene pool than groups of non-
cooperators, as Anatol Rapoport (1991)
clearly recognized when he submitted the tit-
for-tat strategy to Robert Axelrod’s famous
computer simulation tournament. The pairs
of socially interacting individuals in two-per-
son game theory might seem too small or
ephemeral to call a group (Maynard Smith
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2002), but the same dynamic applies to N-per-
son game theory as a whole, including large
and persistent groups that are described in
terms of evolutionary game theory, but which
overlap with traditional group selection mod-
els. All of these models obey the following
simple rule, regardless of the value of N, the
duration of the groups, or other aspects of
population structure: Selfishness beats altruism
within single groups. Altruistic groups beat selfish
groups. The main exception to this rule in-
volves models that result in multiple local
equilibria, which are internally stable by def-
inition. In this case, group selection can favor
the local equilibria that function best at the
group level, a phenomenon sometimes called
“equilibrium selection” (Boyd and Richerson
1992; Samuelson 1997; Gintis 2000; the
model by Peck 2004 described earlier pro-
vides an example).

Dawkins (1976, 1982) envisioned selfish
gene theory and the concept of extended
phenotypes as arguments against group selec-
tion but, in retrospect, they are nothing of the
sort. The concept of extended phenotypes
notes that genes can have effects that extend
beyond the body of the individual, such as a
beaver dam. Genes that cause beavers to build
dams are still at a local disadvantage com-
pared to genes in beavers in the same pond
that do not build dams, so the concept of ex-
tended phenotypes does nothing to prevent
the fundamental problem of social life or to
provide a solution other than that provided
by between-group selection. The concept of
genes as “replicators” and “the fundamental
unit of selection” is identical to the concept
of average effects in population genetics,
which averages the fitness of alleles across all
genotypic, environmental, and social con-
texts. The average effect provides the bottom
line of what evolves in the total population,
the final vector that reflects the summation
of all the component vectors. The whole
point of multilevel selection theory is, how-
ever, to examine the component vectors of evo-
lutionary change, based on the targets of se-
lection at each biological level and, in
particular, to ask whether genes can evolve on
the strength of between-group selection, de-
spite a selective disadvantage within groups.
Multilevel selection models calculate the av-
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erage effects of genes, just like any other
population genetics model, but the final vec-
tor includes both levels of selection and, by
itself, cannot possibly be used as an argu-
ment against group selection. Both Williams
(1985:8) and Dawkins (1982:292-298) even-
tually acknowledged their error (reviewed in
D S Wilson and Sober 1998; see also Okasha
2005, 2006), but it is still common to read in
articles and textbooks that group selection is
wrong because “the gene is the fundamental
unit of selection.”

A similar problem exists with evolutionary
models that are not explicitly genetic, such as
game theory models, which assume that the
various individual strategies “breed true” in
some general sense (Maynard Smith 1982;
Gintis 2000). The procedure in this case is to
average the fitness of the individual strategies
across all of the social groupings, yielding an
average fitness that is equivalent to the aver-
age effect of genes in a population genetics
model. Once again, it is the final vector that
is interpreted as “individual fitness” and re-
garded as an argument against group selec-
tion, even though the groups are clearly de-
fined and the component vectors are there
for all to see, once it is clear what to look for.

To summarize, all of the theories that were
developed as alternatives to group selection
assume the basic logic of multilevel selection
within their own frameworks.

PLURALISM

The developments outlined above have led
to a situation that participants of the contro-
versy in the 1960s would have difficulty rec-
ognizing. The theories that were originally re-
garded as alternatives, such that one might be
right and another wrong, are now seen as
equivalent in the sense that they all correctly
predict what evolves in the total population.
They differ, however, in how they partition se-
lection into component vectors along the way.
The frameworks are largely intertranslatable
and broadly overlap in the kinds of traits and
population structures that they consider. To
make matters more confusing, each major
framework comes in a number of varieties
(e.g., Fletcher and Zwick 2006; Okasha 2006;
West et al. 2007; D S Wilson 2007a). Consid-
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erable sophistication is required to interpret
the meanings of terms such as “altruism,” “self-
ishness,” “relatedness,” and “individual selec-
tion,” depending upon the specific model be-
ing employed.

This kind of pluralism is a mixed blessing.
On the positive side, multiple perspectives are
helpful for studying any complex problem, so
long as they are properly related to each
other (Sober and D S Wilson 2002; Foster
2006). On the negative side, it is easy to lose
sight of the fundamental issues that made the
rejection of group selection appear so impor-
tant in the first place. The central issue ad-
dressed by Williams in Adaptation and Natural
Selection was whether adaptations can evolve
at the level of social groups and other higher-
level units. The problem, as recognized by
Darwin and affirmed by Williams, was that
traits that are “for the good of the group” are
usually not favored by selection within
groups—what we have called the fundamen-
tal problem of social life. When Williams and
others rejected group selection, they were re-
jecting the possibility that adaptations evolve
above the level of individual organisms. This
is not a matter of perspective, but a funda-
mental biological claim. If true, it is every bit
as momentous as it appeared to be in the
1960s. If false, then its retraction is equally
momentous.

A sample of issues debated by contempo-
rary theorists and philosophers of biology will
show that, whatever the merits of pluralism,
they do not deny the fundamental problem
of social life or provide a solution other than
between-group selection. Let us begin with in-
clusive fitness theory. Hamilton (1963, 1964)
originally interpreted the coefficient of relat-
edness (r), as a measure of genealogical re-
latedness, based on genes that are identical
by descent. When he reformulated his theory
in terms of the Price equation, he realized
not only that kin selection is a kind of group
selection, but also that r can be interpreted
more broadly as any positive correlation
among altruistic genes—not just based on
identity by descent (Hamilton 1975). Subse-
quent theorists have broadened the interpre-
tation of r still further. For example, altruistic
genes can evolve as long as they associate pos-
itively with altruistic phenotypes, coded by the
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same or different altruistic genes (Queller
1985; Fletcher and Doebeli 2006). When in-
dividuals benefit their entire group (includ-
ing themselves) at their own expense, r can
be positive even in randomly formed groups
(Pepper 2000; Fletcher and Zwick 2004).
Models that were originally conceptualized as
examples of group selection, in contrast to
kin selection, such as Maynard Smith’s (1964)
haystack model, can be reconceptualized as
models of kin selection by noting that mem-
bers of groups are more genetically similar to
each other than to members of the total
population. Generality is a virtue, so it is un-
derstandable that theorists might want to
push the boundaries of inclusive fitness the-
ory as far as possible. Nevertheless, when ev-
erything that was ever called group selection
can now be described in terms of inclusive
fitness theory, it is time to take stock of the
original empirical issues at stake. Is the fun-
damental problem of social life present in the
broadened form of inclusive fitness theory?
Absolutely. Altruistic traits are locally disad-
vantageous, just as they always were. Are the
ingredients of between-group selection re-
quired to solve the fundamental problem of
social life? Absolutely. Altruistic traits still
must be favored at a larger scale to counteract
their local disadvantage. Does altruism evolve
only among immediate genealogical rela-
tives? Absolutely not. In the passage quoted
at the beginning of this article, Williams
(1966) rejected group-level adaptations for
any groups “other than a family” or “com-
posed of individuals that need not be closely
related,” by which he meant genealogical re-
latedness. Inclusive fitness theory refuted this
claim as soon as r became generalized beyond
immediate genealogical relatedness (e.g.,
Avilés 2002).

To pick a second example of pluralism,
Kerr and Godfrey-Smith (2002a) outline two
equivalent frameworks that they call collective
and contextual (similar to Dugatkin and
Reeve’s 1994 distinction between multilevel
selection and broad-sense individualism). In
the collective framework, groups are assigned
fitnesses and individuals are assigned differ-
ent shares of their group’s fitness. In the con-
textual framework, individuals are assigned
fitnesses that are functions of the composi-
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tion of their group. The distinction between
the two frameworks is similar to thinking of
genotypes as individuals, as in standard popu-
lation genetics theory, as opposed to environ-
ments of genes, as in selfish gene theory. Kerr
and Godfrey-Smith stress that the two frame-
works are fully equivalent, which means that
any statement in one can be translated into
a statement in the other. Equivalence also
means that neither is more “correct” in any
causal sense, although one might provide
more insight than the other in any particular
case. Fair enough, but this kind of pluralism
by itself does not address any particular em-
pirical issue. When we begin to ask the em-
pirical questions that endow the group selec-
tion controversy with such significance, we
discover that the contextual approach does
not avoid the fundamental problem of social
life or provide a solution other than between-
group selection. It merely describes these
processes in different terms. In this sense
“broad-based individualism” (= the contex-
tual approach) is nothing like “the theory of
individual selection” that claimed to be a gen-
uine alternative to group selection, such that
one could be right and the other wrong (for
more detailed discussion of this issue, see
Kerr and Godfrey Smith 2002b; Sober and
Wilson 2002).

As a third example of pluralism, even
though the Price equation elegantly parti-
tions selection into within- and between-
group components, it misclassifies certain
cases. In particular, when individuals that dif-
fer in their individual fitness (without behav-
ing socially at all) are separated into groups,
the between-group component of the Price
equation is positive, even though there is no
group selection (Sober 1984). Another statis-
tical method called contextual analysis avoids
this problem, but it misclassifies other cases.
Thus, there is no single statistical method that
captures all aspects of multilevel selection
theory (van Veelen 2005; Okasha 2006). This
is interesting and important, but does not cast
doubt on the basic empirical issues. In fact,
the reason that we can spot classification er-
rors in statistical methods such as the Price
equation is because we have such a strong
sense of what multilevel selection means in
the absence of formal statistical methods.
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In general, the issues discussed under the
rubric of pluralism are important but also
highly derived, to the point of becoming de-
tached from the issues that endowed multi-
level selection with such importance in the
first place. There is a need for all perspectives
to converge upon a core set of empirical
claims, including the following:

1) There is a fundamental problem that
requires a solution in order to explain the
evolution of altruism and other group-level
adaptations. Traits that are “for the good of
the group” are seldom selectively advanta-
geous within groups. At worst, they are
highly self-sacrificial. At best, they provide
public goods at little cost to the actor, mak-
ing them close to selectively neutral, or
they constitute a stable local equilibrium.
Notice that the only way to evaluate this
claim is by making a local relative fitness
comparison. It is not enough to show that
an individual increases its absolute fitness
because it might increase the fitness of oth-
ers in its own group even more (D S Wilson
2004).

2) If a trait is locally disadvantageous
wherever it occurs, then the only way for it
to evolve in the total population is for it to
be advantageous at a larger scale. Groups
whose members act “for the good of the
group” must contribute more to the total
gene pool than groups whose members act
otherwise. This is the only solution to the
problem from an accounting standpoint,
which is why the basic logic of multilevel
selection is present in all theoretical frame-
works, as we showed in the previous sec-
tion. In biological hierarchies that include
more than two levels, the general rule is
“adaptation at any level requires a process
of natural selection at the same level and
tends to be undermined by natural selec-
tion at lower levels.” All students of evolu-
tion need to learn this rule to avoid the
errors of naive group selectionism. Notice
that, so far, we are affirmingkey elements of
the consensus that formed in the 1960s.

3) Higher-level selection cannot be cat-
egorically ignored as a significant evolu-
tionary force. Instead, it must be evaluated
separately and on a case-by-case basis. Fur-
thermore, all of the generalities about the
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likelihood of group selection that became
accepted in the 1960s need to be reexam-
ined. Wynne-Edwards’s hypothesis has merit
for at least some species, group selection
can be significant in groups that last for
multiple generations, and so on. One of
the biggest problems with the current lit-
erature is that the early generalities remain
unquestioned, as if there is an “old” group
selection that deserves to be rejected and a
“new” form that bears little relationship
with its own past (e.g., Keller 1999; West et
al. 2006, 2007). This is a false portrayal and
cannot be justified on the basis of plural-
ism. Going back to basics requires acknowl-
edgment that Williams and others were
right to criticize naive group selection, but
just plain wrong in their own assessment of
the likelihood of group selection. New gen-
eralities need to be formed on the basis of
ongoing research.

4) The fact that a given trait evolves in
the total population is not an argument
against group selection. Evaluating levels of
selection requires a nested series of relative
fitness comparisons; between genes within
individuals, between individuals within
groups, between groups within a popula-
tion of groups, and so on, each presenting
traits that are separate targets for selection.
All theoretical frameworks include the in-
formation for making these comparisons,
as we have seen. In this sense, they are not
pluralistic. They merely differ in the degree
to which they focus on the comparisons on
their way toward calculating evolutionary
change in the total population. If we are
merely interested in whether a given trait
evolves, then it is not necessary to examine
levels of selection, and multiple perspec-
tives can be useful. If we want to address
the particular biological issues associated
with multilevel selection, then we are re-
quired to examine the appropriate infor-
mation and the perspectives converge with
each other.

To summarize, it is possible to acknowledge
the usefulness of multiple perspectives with-
out obscuring the fundamental biological is-
sues that seemed so clear in the 1960s. We
think that items 1-4 above can become the
basis for a new consensus about when adap-
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tations evolve at any given level of the bio-
logical hierarchy, restoring clarity and unity
to sociobiological theory. We will now exam-
ine three cases where higher-level selection
has been exceptionally important: the evolu-
tion of individual organisms, the evolution of
eusociality in insects and other taxa, and hu-
man evolution.

INDIVIDUALS AS GROUPS

An important advance in evolutionary bi-
ology began with Margulis’s (1970) theory of
the eukaryotic cell. She proposed that eu-
karyotic (nucleated) cells did not evolve by
small mutational steps from prokaryotic (bac-
terial) cells, but by symbiotic associations of
bacteria becoming so integrated that the as-
sociations qualified as single organisms in
their own right. The concept of groups of or-
ganisms turning into groups as organisms was
then extended to other major transitions dur-
ing the history of life, including the origin of
life itself as groups of cooperating molecular
reactions, the first cells, and multicellular or-
ganisms (e.g., Maynard Smith and Szathmary
1995, 1999; Michod 1999; Jablonka and Lamb
2006; Michod and Herron 2006).

Despite multilevel selection theory’s tur-
bulent history for the traditional study of so-
cial behavior, it is an accepted theoretical
framework for the study of major transitions.
There is widespread agreement that selection
occurs within and among groups, that the bal-
ance between levels of selection can itself
evolve, and that a major transition occurs
when selection within groups is suppressed,
enabling selection among groups to domi-
nate the final vector of evolutionary change.
Genetic and developmental phenomena such
as chromosomes, the rules of meiosis, a single
cell stage in the life cycle, the early sequestra-
tion of the germ line, and programmed death
of cell lineages are interpreted as mecha-
nisms for stabilizing the organism and pre-
venting it from becoming a mere group of
evolving elements. At the same time, within-
group selection is never completely sup-
pressed. There are many examples of intra-
genomic conflict that prevent the higher-level
units from functioning as organisms in the
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full and truest sense of the word (Burt and
Trivers 2006).

The concept of major transitions decisively
refutes the notion that higher-level selection
is invariably weaker than lower-level selection.
The domain of multilevel selection theory
has been expanded to include the internal
organization of individuals in addition to the
social organization of groups. Ironically, the
rejection of group selection made it heresy
to think about groups as like organisms, and
now it has emerged that organisms are literally
the groups of past ages. Okasha (2005:1008)
eloquently summarizes the implications of
these developments for sociobiological theory
as a whole:

Since cells and multi-celled creatures ob-
viously have evolved, and function well as
adaptive units, the efficacy of group se-
lection cannot be denied. Just as the
blanket assumption that the individual
organism is the sole unit of selection is
untenable from a diachronic perspec-
tive, so too is the assumption that group
selection is a negligible force. For by ‘fra-
meshifting’ our perspective downwards,
it becomes apparent that individual or-
ganisms are co-operative groups, so are
the product of group selection!

EUSOCIALITY AS A MAJOR TRANSITION

Eusociality, found primarily in social insects
but now known in other organisms such as
mammals (Sherman et al. 1991) and crustacea
(Macdonald et al. 2006), has always played a
pivotal role in the history of sociobiology. The
term “eusocial” is applied to colonies whose
members are multigenerational, cooperate in
brood care, and are separated into reproduc-
tive and nonreproductive castes. For the first
half of the 20th century, following W M
Wheeler’s classic paper of 1911, eusocial col-
onies were treated as “superorganisms” that
evolved by between-colony selection. Hamil-
ton’s (1964) inclusive fitness theory appeared
to offer a very different explanation based on
genetic relatedness, especially the extra-high
relatedness among sisters in ants, bees, and
wasps based on their haplodiploid genetic sys-
tem. The focus on genetic relatedness there-
after made it appear as if social insect evolu-
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tion could be explained without invoking
group selection, along with other examples of
apparent altruism. The following passage from
West-Eberhard (1981:12; parenthetical com-
ments are hers) illustrates the degree to which
between-colony selection was rejected as an ex-
planation of eusociality in insects: “Despite the
logical force of arguments against group (or
colony) selection (e.g., Williams 1966) and the
invention of tidy explanations for collabora-
tion in individual terms . . . the supraorganism
(colony-level selection) still haunts evolution-
ary discussions of insect sociality.”

Four decades later, there is an urgent need
to establish some fundamental biological
claims that have been obscured rather than
clarified by multiple perspectives. Beginning
with Wheeler’s original claim that eusocial
colonies are superorganisms, the evolution of
eusociality falls squarely within the paradigm
of major transitions. Most traits associated
with eusociality do not evolve by increasing in
frequency within colonies, but by increasing
the colony’s contribution to the larger gene
pool. Inclusive fitness theory is not a denial
of this fact, although that is how it was origi-
nally interpreted. Hamilton’s rule calculates
the conditions under which an altruistic act
increases the proportion of altruistic genes in
the total population, not a single colony.
Showing that a trait evolves in the total popu-
lation is not an argument against group se-
lection, as we have already stressed. The Price
equation demonstrated to Hamilton that al-
truism is selectively disadvantageous within
kin groups, just as in any other kind of group.
The importance of kinship is that it increases
genetic variation among groups, therefore
the importance of between-group selection
compared to within-group selection. There
are traits that evolve by within-colony selec-
tion, but they are forms of cheating that tend
to impair the performance of the colony,
similar to intragenomic conflict within indi-
vidual organisms (Ratnieks et al. 2006). All
social insect biologists should be able to agree
upon these facts, regardless of the theoretical
framework that they employ.

Another substantive biological question is
the role of genealogical relatedness in the
evolution of eusociality. Hamilton’s original
theory was that the extra-high sociality of in-
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sect colonies can be explained by the extra-
high relatedness among workers, at least in
haplodiploid species, when groups are
founded by single queens who have mated
with a single male. More generally, Hamil-
ton’s rule (br > ¢, where b = benefit to the
recipient, r = coefficient of relatedness, and
¢ = cost to the altruist) easily gives the im-
pression that the degree of altruism should
be proportional to r. This perception was in
fact a principal reason for the erroneous early
acceptance of collateral (indirect) kin selec-
tion as a critical force in the origin of euso-
ciality (E O Wilson 1971,1975).

Decades of research have led to a more
complicated story in which genealogical re-
latedness plays at best a supporting rather
than a pivotal role. The haplodiploidy hy-
pothesis has failed on empirical grounds. In
addition to termites, numerous other diploid
eusocial clades in insects and other taxa have
been discovered since the 1960s, enough to
render the association of haplodiploidy and
eusociality statistically insignificant (E O Wil-
son and Hoélldobler 2005). Moreover, many
haplodiploid colonies are founded by multi-
ple females and/or females that mated with
multiple males, lowering genetic relatedness
to unexceptional levels. Further, following
colony foundation in primitively eusocial
wasp species, the degree of relatedness tends
to fall, not rise or hold steady, at least in cases
where it has been measured (e.g., Landi et al.
2003; Fanelli et al. 2004). These facts are
widely acknowledged by social insect biolo-
gists, but it is still common to read in the
wider literature that genetic relatedness is the
primary explanation for insect eusociality. In
fact, extra-high relatedness within colonies
may be better explained as a consequence
rather than a cause of eusociality (E O Wilson
and Holldobler 2005).

From a multilevel evolutionary perspec-
tive, traits that cause an insect colony to func-
tion as an adaptive unit seldom increase in
frequency within the colony and evolve only
by causing the colony to out-compete other
colonies and conspecific solitaires, either
directly or through the differential produc-
tion of reproductives. If colonies are initi-
ated by small numbers of individuals, mini-
mally a single female mated with a single
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male, then there is ample genetic variation
among groups and only modest genetic vari-
ation within groups. However, this is only one
of many factors that can influence the bal-
ance between levels of selection. Consider ge-
netic variation for traits such as nest construc-
tion, nest defense, provisioning the colony
with food, or raiding other colonies. All of
these activities provide public goods at private
expense. All entail emergent properties
based on cooperation among the colony
members. Slackers are more fit than solid cit-
izens within any single colony, but colonies
with more solid citizens have the advantage at
the group level. The balance between levels of
selection will be influenced by the magnitude
of the group-level benefits and individual-level
costs, in addition to the partitioning of genetic
variation within and among groups. For ex-
ample, ecological constraints are more impor-
tant than genetic relatedness in the evolution
of eusociality in molerats (Burland et al.
2002). The same is true of the eusocial inver-
tebrates (Choe and Crespi 1997; E O Wilson
and Holldobler 2005). The ancestors of most
eusocial insects probably built nests and re-
mained to feed and protect their brood
throughout larval development. Such a “pro-
gressive provisioning” was evidently the key
preadaptation for the origin of eusociality in
the Hymenoptera. It is the multigroup popu-
lation structure provided by this ecological
niche and the magnitude of shared benefits
that brought these species up to and over the
threshold of eusociality, more than excep-
tional degrees of genetic relatedness.

It might seem that reproductive division of
labor must be a form of high-cost altruism
that requires a high degree of genetic varia-
tion among groups (represented by high r
values) to evolve. This is only true, however,
if heritable phenotypic variation exists for
worker reproduction and if reproductive
workers are not suppressed by the queen or
other workers. Reproductive suppression is
common in eusocial species, and to under-
stand its evolution we need to study the polic-
ing and reproduction traits in conjunction
with each other (Ratnieks et al. 2006). Sup-
pressing the reproduction of others can be
favored by within-group selection, but it can
take many forms that vary in their conse-
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quences for the reproductive output of the
colony, compared to other colonies. Between-
group selection is required to evolve forms of
reproductive suppression that function well
at the colony level, but the amount of genetic
variation among colonies need not be excep-
tional. That need is diminished further when
the trait favored by group selection is a form
of phenotypic plasticity that enables single ge-
notypes to be reproductive or nonreproduc-
tive—which, in fact, is universal in the social
insects (E O Wilson 1975; Holldobler and E O
Wilson 1990).

In eusocial insects, it appears that the evo-
lution of anatomically distinct worker castes
represents a “point of no return” beyond
which species never revert to a more primi-
tively eusocial, presocial, or solitary condition
(E O Wilson 1971; Maynard Smith and Szath-
mary 1995, E O Wilson and Holldobler
2005). At this point, the colony has become a
stable developmental unit and its persistence
depends on its ability to survive and repro-
duce, relative to other colonies and solitary
organisms. The hypothetical mutant repro-
ductive worker that would be favored by
within-colony selection simply does not occur
at significant levels or at all, although, in
some species, “cheating” by workers occurs
and is suppressed through policing by fellow
workers. This is similar to the evolution of sex-
ual lineages that do not give rise to asexual
mutants (Nunney 1999) and the evolution of
mechanisms that prevent intragenomic con-
flict in individual organisms (Maynard Smith
and Szathmary 1995, 1999).

A common assumption of theoretical mod-
els is that genes have additive effects on phe-
notypes, so that phenotypic variation among
groups corresponds directly to genetic vari-
ation among groups, as we have already
stressed. More complex genotype-phenotype
relationships enable small genetic differences
to result in large phenotypic differences, at the
level of groups no less than individual organ-
isms (D S Wilson 2004). Even a single mutant
gene in a colony founded by unrelated indi-
viduals can have powerful effects on pheno-
typic traits such as caste development or al-
location of workers to various tasks, which
might provide a strong advantage to the
group, compared to other groups.
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Single eusocial insect colonies often have a
population structure of their own, which can
be spatial or based on kin recognition. There
is a multiple-tiered population structure in
which selection can occur between individ-
uals within immediate families (such as ma-
trilines or patrilines), between immediate
families within a single colony, and between
colonies within the larger population. In
keeping with the dictum “adaptation at any
level requires a process of natural selection at
the same level and tends to be undermined
by natural selection at lower levels,” kin selec-
tion becomes part of the problem as far as
colony-level selection is concerned. Numer-
ous examples of nepotism as a disruptive
force have been documented, along with
mechanisms that have evolved to suppress
nepotism along with individual selfishness,
enabling the multifamily colony to be the pri-
mary unit of selection (Ratnieks et al. 2006;
Wenseleers and Ratnieks 2006).

Social insect biologists spend much of their
time studying the mechanisms that enable a
colony to function as an adaptive unit. The
title of one book, The Wisdom of the Hive (See-
ley 1995), alludes effectively to Walter Can-
non’s (1932) The Wisdom of the Body, which fa-
mously described the complex physiological
mechanisms of single organisms. The social
interactions that enable an insect colony to
make complex decisions are even directly
comparable to the neuronal interactions that
enable individual organisms to make deci-
sions (Seeley and Buhrman 1999). These in-
teractions did not evolve by within-colony se-
lection, but by colonies with the most
functional interactions out-competing other
colonies. A high degree of relatedness was
not required and little insight is gained by
noting that individuals benefit as members of
successful groups. The challenge is to under-
stand the complex mechanisms that enable a
colony to function as a single organism, exactly
as imagined by Wheeler so long ago.

Almost all of the spectacular evolutionary
efflorescence of the more than 12,000 known
ant species, hence almost all the progressive
advance of their communication and caste
systems, life cycles, algorithms of colonial self-
organization and caste-specific adaptive de-
mographies, are manifestly the product of
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group selection acting on the emergent, col-
ony-level traits, which are produced in turn
by the interaction of the colony members.

We will conclude this section by discussing
the extent to which pluralism has facilitated
or retarded the study of the landscape of eu-
sociality during the last four decades. The
question is not whether everything that we
have recounted above can be stated within
the rubric of inclusive fitness theory; it can.
Moreover, we certainly do not deny the ad-
vances in knowledge about social insects in
recent decades, some of which has been stim-
ulated by inclusive fitness theory as the dom-
inant paradigm. Nevertheless, we also think
that inclusive fitness theory has retarded un-
derstanding in a number of other important
respects. First, it initially gave the impression
that eusociality can be explained as an indi-
vidual-level adaptation, without distinguish-
ing and invoking group (=between-colony)
selection; this turned out to be a monumental
mistake. Second, it misleadingly suggested
that genetic relatedness is the primary factor
that explains the evolution of eusociality, dis-
tracting attention from other factors of
greater importance. Third, the coefficient of
relatedness was originally interpreted in
terms of genealogical relatedness, whereas to-
day it is interpreted more broadly in terms of
any genetic or even phenotypic correlation
among group members (Fletcher et al. 2006;
Fletcher and Zwick 2006; Foster et al.
2006a,b). Inclusive fitness theory now com-
pletely overlaps with multilevel selection the-
ory, as we have already stressed. Multiple per-
spectives are useful, as long as they are
properly related to each other, and we are
sure that inclusive fitness theory will be used
to study eusociality in the future. However, we
also think that multilevel selection theory will
prove to be both correct and more heuristic,
because it more clearly identifies the colony
as the unit of selection that has driven the
evolution of social complexity.

HumaN EvOLUTION
AS A MAJOR TRANSITION

Anyone who studies humans must acknowl-
edge our groupish nature and the impor-
tance of between-group interactions through-
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out human history. Ever since the 1960s,
sociobiologists and evolutionary psycholo-
gists have been burdened with the task of ex-
plaining these obvious facts without invoking
group selection. In retrospect, these expla-
nations appear needlessly contorted. Instead,
human evolution falls squarely within the par-
adigm of major transitions (Lumsden and E
O Wilson 1981; Boehm 1999; Richerson and
Boyd 1999; D S Wilson 2002, 2006, 2007a,b;
Hammerstein 2003; Foster and Ratnieks
2005; Bowles 2006).

A key event in early human evolution was a
form of guarded egalitarianism that made it
difficult for some individuals to dominate
others within their own group (Bingham
1999; Boehm 1999). Suppressing fitness dif-
ferences within groups made it possible for
between-group selection to become a power-
ful evolutionary force. The psychological
traits associated with human moral systems
are comparable to the mechanisms that sup-
press selection within groups for other major
transitions, such as chromosomes and the
rules of meiosis within multicellular organ-
isms and policing mechanisms within euso-
cial insect colonies (D S Wilson 2002; Avilés
et al. 2004; Haidt 2007). The human major
transition was a rare event, but once accom-
plished, our ability to function as team players
in coordinated groups enabled our species to
achieve worldwide dominance, replacing
other hominids and many other species along
the way. The parallels with the other major
transitions are intriguing and highly instruc-
tive (E O Wilson and Holldobler 2005).

A common scenario for human evolution
begins with the evolution of sophisticated
cognitive abilities, such as a “theory of mind,”
which in turn enabled widespread coopera-
tion (Tomasello 1999). Now it appears more
reasonable for the sequence to be reversed
(Tomasello et al. 2005). Our capacities for
symbolic thought and the social transmission
of information are fundamentally communal
activities that probably required a shift in the
balance between levels of selection before
they could evolve. Only when we could trust
our social partners to work toward shared
goals could we rely upon them to share mean-
ingful information. The shift in the balance
between levels of selection is reflected in an-
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atomical features, such as the human eye as
an organ of communication (Kobayashi and
Kohshima 2001), and basic cognitive abili-
ties, such as the ability to point things out to
others (Tomasello et al. 2005) and to laugh
in a group context (Gervais and D S Wilson
2005), in addition to more advanced cogni-
tive and cultural activities associated with
our species.

Group selection is an important force in
human evolution in part because cultural
processes have a way of creating phenotypic
variation among groups, even when they are
composed of large numbers of unrelated in-
dividuals. If a new behavior arises by a genetic
mutation, it remains at a low frequency within
its group in the absence of clustering mech-
anisms such as associations among kin. If a
new behavior arises by a cultural mutation, it
can quickly become the most common be-
havior within the group and provide the de-
cisive edge in between-group competition
(Richerson and Boyd 2005). The importance
of genetic and cultural group selection in hu-
man evolution enables our groupish nature
to be explained at face value. Of course,
within-group selection has only been sup-
pressed, not entirely eliminated. Thus multi-
level selection, not group selection alone,
provides a comprehensive framework for un-
derstanding human sociality.

These ideas can potentially explain the
broad sweep of recorded history in addition to
the remote past. According to Turchin (2003,
2005), virtually all empires arose in geograph-
ical areas where major ethnic groups came
into contact with each other. Intense between-
group conflict acted as a crucible for the cul-
tural evolution of extremely cooperative soci-
eties, which then expanded at the expense of
less cooperative societies to become major em-
pires. Their very success was their undoing,
however, as cultural evolution within the em-
pire led to myriad forms of exploitation, free
riding, and factionalism. That is why the cen-
ter of the former Roman empire (for exam-
ple) is today a cultural “black hole” as far as
the capacity for cooperation is concerned.
Turchin, a theoretical biologist who special-
izes in nonlinear population dynamics, has
marshaled an impressive amount of empirical
evidence to support his thesis about the rise
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and fall of empires as a process of multilevel
cultural evolution, with profound implica-
tions for interactions among modern cultures
and their consequences for human welfare in
the future.

A NEw CONSENSUS AND THEORETICAL
FOUNDATION FOR SOCIOBIOLOGY

Making a decision typically involves en-
couraging diversity at the beginning to eval-
uate alternatives, but then discouraging di-
versity toward the end to achieve closure and
to act upon the final decision. It can be very
difficult to revisit an important decision that
has been made and acted upon, but that is
precisely what needs to be done in the case
of the 1960s consensus about group selection.
Historians of science have made a start, in-
cluding a recent article appropriately titled
“The Rise, Fall, and Resurrection of Group
Selection” (Borrello 2005; see also Okasha
2006), but the real need is for practicing so-
ciobiologists to arrive at a new consensus
based on the many developments that have
taken place during the last four decades.

In concluding this article, it is interesting
to revisit the contradictory positions that exist
in the current sociobiological literature:

® Nothing has changed since the 1960s. An
example is Alcock’s (2005) influential
textbook Animal Behavior: An Evolutionary
Approach, in which group selection is de-
scribed as non-Darwinian and a near im-
possibility because of the insuperable
problem of selection within groups.
There is no excuse for this kind of treat-
ment, given the developments over the
last four decades that we have reviewed
in this article.

e Multilevel selection theory (including
group selection) has been fully revived.
It is important to stress once again that
this is not a return to naive group selec-
tionism. On the contrary, going “back to
basics” means affirming key elements of
the consensus that formed in the 1960s,
which insisted that higher-level adapta-
tions require a process of higher-level se-
lection and cannot be expected to evolve
otherwise. The revival of multilevel selec-
tion is based solely on rejecting the em-
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pirical claim that higher-level selection
can be categorically ignored as an im-
portant evolutionary force. It is notable
that key figures such as Williams (for sex
ratio and disease virulence), Hamilton
(in terms of the Price equation), and
Maynard Smith (for major transitions of
evolution) easily reverted back to multi-
level selection when they became con-
vinced that group selection might be a
significant evolutionary force after all. It
is time for everyone to follow suit, for so-
ciobiology as a whole rather than specific
subject areas.

There is a “new” multilevel selection the-
ory that bears little relationship to the
“old” theory. According to Richard Dawk-
ins (quoted in Dicks 2000:35) “[e]nor-
mous credit would accrue to anyone who
could pull off the seemingly impossible
and rehabilitate group selection . .. [b]ut
actually, such rehabilitation can’t be
achieved, because the great heresy really
iswrong.” Yet, theoretical biologists widely
agree that modern multilevel selection is
a legitimate theory for accounting for
evolutionary change. The only way to
maintain these two positions is by claim-
ing that modern multilevel selection the-
ory bears no relationship to its own past
(e.g., Keller 1999; West et al. 2006, 2007).
We hope that our “back to basics” ap-
proach has established the continuity of
ideas, from Darwin to the present. More-
over, other than avoiding naive group se-
lection, all of the major conclusions
about group selection that seemed to
emerge during the 1960s, such as the re-
jection of Wynne-Edwards’s hypothesis,
need to be reconsidered on the basis of
ongoing research.

Avoiding the topic of group selection, as
if it never existed in the history of evo-
lutionary thought. We could cite dozens
of theoretical and empirical articles from
the current literature that describe selec-
tion within and among groups without
mentioning the term “group selection”
or anything else about the group selec-
tion controversy. As one example, the mi-
crobial experiment by Kerr et al. (2006)
elegantly establishes the plausibility of
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Wynne-Edwards’s hypothesis and de-
scribes the process matter-of-factly in
terms of selection within and among
groups, without citing Wynne-Edwards
or the term group selection. This polite
silence enables authors such as West et
al. (2006) to publish tutorials on social
evolution for microbiologists that por-
tray Wynne-Edwards’s hypothesis as a
theoretical impossibility. This kind of
pluralism is not helpful (D S Wilson
2007a). We hope that our article will help
to refocus attention on the problem that
has always been at the center of multi-
level selection theory: the fact that
group-level adaptations are seldom lo-
cally advantageous and, therefore, must
be favored at a larger scale to evolve. The
fact that all theoretical frameworks re-
flect this problem and its (partial) solu-
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tion is a major simplification that should
be welcomed rather than resisted.

When Rabbi Hillel was asked to explain the
Torah in the time that he could stand on one
foot, he famously replied: “Do not do unto
others that which is repugnant to you. Every-
thing else is commentary.” Darwin’s original
insight and the developments reviewed in this
article enable us to offer the following one-
foot summary of sociobiology’s new theoreti-
cal foundation: “Selfishness beats altruism
within groups. Altruistic groups beat selfish
groups. Everything else is commentary.”
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1

BREATHING IN EINSTEIN

How WE DISCOVERED THAT EVERYTHING IS MADE OF
ATOMS AND THAT ATOMS ARE MOSTLY EMPTY SPACE

A hydrogen atom in a cell at the end of my nose was once part of an
elephant’s trunk.
Jostein Gaarder

We never had any intention of using the weapon. But they were such a
terribly troublesome race. They insisted on seeing us as the “enemy” de-
spite all our efforts at reassurance. When they fired their entire nuclear
stockpile at our ship, orbiting high above their blue planet, our patience
simply ran out.

The weapon was simple but effective. It squeezed out all the empty
space from matter.

As the commander of our Sirian expedition examined the shim-
mering metallic cube, barely 1 centimetre across, he shook his primary
head despairingly. Hard to believe that this was all that was left of the
“human race”!

If the idea of the entire human race fitting into the volume of a sugar
cube sounds like science fiction, think again. It is a remarkable fact
that 99.9999999999999 per cent of the volume of ordinary matter is
empty space. If there were some way to squeeze all the empty space
out of the atoms in our bodies, humanity would indeed fit into the
space occupied by a sugar cube.



4 QUANTUM THEORY CANNOT HURT YOU

The appalling emptiness of atoms is only one of the extraordi-
nary characteristics of the building blocks of matter. Another, of
course, is their size. It would take 10 million atoms laid end to end to
span the width of a single full stop on this page, which raises the
question, how did we ever discover that everything is made of atoms
in the first place?

The idea that everything is made of atoms was actually first sug-
gested by the Greek philosopher Democritus in about 440 BC." Pick-
ing up a rock—or it may have been a branch or a clay pot—he asked
himself the question: “If I cut this in half, then in half again, can I go
on cutting it in half forever?” His answer was an emphatic no. It was
inconceivable to him that matter could be subdivided forever. Sooner
or later, he reasoned, a tiny grain of matter would be reached that
could be cut no smaller. Since the Greek for “uncuttable” was “a-tornos,”
Democritus called the hypothetical building blocks of all matter “atoms.”

Since atoms were too small to be seen with the senses, finding
evidence for them was always going to be difficult. Nevertheless, a
way was found by the 18th-century Swiss mathematician Daniel Ber-
noulli. Bernoulli realised that, although atoms were impossible to
observe directly, it might still be possible to observe them indirectly.
In particular, he reasoned that if a large enough number of atoms
acted together, they might have a big enough effect to be obvious in
the everyday world. All he needed was to find a place in nature where
this happened. He found one—in a “gas”

Bernoulli imagined a gas like air or steam as a collection of bil-
lions upon billions of atoms in perpetual frenzied motion like a
swarm of angry bees. This vivid picture immediately suggested an
explanation for the “pressure” of a gas, which kept a balloon inflated

'Some of these ideas were covered in my earlier book, The Magic Furnace
(Vintage, London, 2000). Apologies to those who have read it. In my defense,
it is necessary to know some basic things about the atom in order to appreci-
ate the chapters that follow on quantum theory, which is essentially a theory
of the atomic world.
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or pushed against the piston of a steam engine. When confined in any
container, the atoms of a gas would drum relentlessly on the walls
like hailstones on a tin roof. Their combined effect would be to create
a jittery force that, to our coarse senses, would seem like a constant
force pushing back the walls.

But Bernoulli’s microscopic explanation of pressure provided
more than a convenient mental picture of what was going on in a
gas. Crucially, it led to a specific prediction. If a gas were squeezed
into half its original volume, the gas atoms would need to fly only
half as far between collisions with the container walls. They would
therefore collide twice as frequently with those walls, doubling the
pressure. And if the gas were squeezed into a third of its volume, the
atoms would collide three times as frequently, trebling the pressure.
And so on.

Exactly this behaviour was observed by the English scientist Rob-
ert Boyle in 1660. It confirmed Bernoulli’s picture of a gas. And since
Bernoulli’s picture was of tiny grainlike atoms flying hither and
thither through empty space, it bolstered the case for the existence of
atoms. Despite this success, however, definitive evidence for the ex-
istence of atoms did not come until the beginning of the 20th cen-
tury. It was buried in an obscure phenomenon called Brownian
motion.

Brownian motion is named after Robert Brown, a botanist who
sailed to Australia on the Flinders expedition of 1801. During his time
down under, he classified 4,000 species of antipodean plants; in the
process, he discovered the nucleus of living cells. But he is best re-
membered for his observation in 1827 of pollen grains suspended in
water. To Brown, squinting through a magnifying lens, it seemed as if
the grains were undergoing a curious jittery motion, zigzagging their
way through the liquid like drunkards lurching home from a pub.

Brown never solved the mystery of the wayward pollen grains.
That breakthrough had to wait for Albert Einstein, aged 26 and in the
midst of the greatest explosion of creativity in the history of science.
In his “miraculous year” of 1905, not only did Einstein overthrow
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Newton, supplanting Newtonian ideas about motion with his special
theory of relativity, but he finally penetrated the 80-year-old mystery
of Brownian motion.

The reason for the crazy dance of pollen grains, according to
Einstein, was that they were under continual machine-gun bombard-
ment by tiny water molecules. Imagine a giant inflatable rubber ball,
taller than a person, being pushed about a field by a large number of
people. If each person pushes in their own particular direction, with-
out any regard for the others, at any instant there will be slightly more
people on one side than another. This imbalance is enough to cause
the ball to move erratically about the field. Similarly, the erratic mo-
tion of a pollen grain can be caused by slightly more water molecules
bombarding it from one side than from another.

Einstein devised a mathematical theory to describe Brownian
motion. It predicted how far and how fast the average pollen grain
should travel in response to the relentless battering it was receiving
from the water molecules all around. Everything hinged on the size
of the water molecules, since the bigger they were the bigger would be
the imbalance of forces on the pollen grain and the more exaggerated
its consequent Brownian motion.

The French physicist Jean Baptiste Perrin compared his observa-
tions of water-suspended “gamboge” particles, a yellow gum resin
from a2 Cambodian tree, with the predictions of Einstein’s theory. He
was able to deduce the size of water molecules and hence the atoms
out of which they were built. He concluded that atoms were only
about one 10-billionth of a metre across—so small that it would take
10 million, laid end to end, to span the width of a full stop.

Atoms were so small, in fact, that if the billions upon billions of
them in a single breath were spread evenly throughout Earth’s atmo-
sphere, every breath-sized volume of the atmosphere would end up
containing several of those atoms. Put another way, every breath you
take contains at least one atom breathed out by Albert Einstein—or
Julius Caesar or Marilyn Monroe or even the last Tyrannosaurus Rex
to walk on Earth!
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What is more, the atoms of Earth’s “biosphere” are constantly
recycled. When an organism dies, it decays and its constituent atoms
are returned to the soil and the atmosphere to be incorporated into
plants that are later eaten by animals and humans. “A carbon atom in
my cardiac muscle was once in the tail of a dinosaur,” writes Norwe-
gian novelist Jostein Gaarder in Sophie’s World.

Brownian motion was the most powerful evidence for the exist-
ence of atoms. Nobody who peered down a microscope and saw the
crazy dance of pollen grains under relentless bombardment could
doubt that the world was ultimately made from tiny, bulletlike par-
ticles. But watching jittery pollen grains—the effect of atoms—was
not the same as actually seeing atoms. This had to wait until 1980 and
the invention of a remarkable device called the scanning tunnelling
microscope (STM).

The idea behind the STM, as it became known, was very simple.
A blind person can “see” someone’s face simply by running a finger
over it and building up a picture in their mind. The STM works in a
similar way. The difference is that the “finger” is a finger of metal, a
tiny stylus reminiscent of an old-fashioned gramophone needle. By
dragging the needle across the surface of a material and feeding its
up-and-down motion into a computer, it is possible to build up a
detailed picture of the undulations of the atomic terrain.?

’Of course, there is no way a needle can actually feel a surface like a
human finger can. However, if the needle is charged with electricity and
placed extremely close to a conducting surface, a minuscule but measurable
electric current leaps the gap between the tip of the needle and the surface. It
is known as a “tunnelling current”, and it has a crucial property that can be
exploited: the size of the current is extraordinarily sensitive to the width of
the gap. If the needle is moved even a shade closer to the surface, the current
grows very rapidly; if it is pulled away a fraction, the current plummets. The
size of the tunnelling current therefore reveals the distance between the needle
tip and the surface. It gives the needle an artificial sense of touch.
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Of course, there is a bit more to it than that. Although the prin-
ciple of the invention was simple, there were formidable practical dif-
ficulties in its realisation. For instance, a needle had to be found that
was fine enough to “feel” atoms. The Nobel Prize committee certainly
recognised the difficulties. It awarded Gerd Binnig and Heinrich
Rohrer, the IBM researchers behind the STM, the 1986 Nobel Prize
for Physics.

Binnig and Rohrer were the first people in history to actually
“see” an atom. Their STM images were some of the most remarkable
in the history of science, ranking alongside that of Earth rising above
the gray desolation of the Moon or the sweeping spiral staircase of
DNA. Atoms looked like tiny footballs. They looked like oranges,
stacked in boxes, row on row. But most of all they looked like the tiny
hard grains of matter that Democritus had seen so clearly in his
mind’s eye, 2,400 years before. No one else has ever made a predic-
tion that far in advance of experimental confirmation.

But only one side of the atom was revealed by the STM. As
Democritus himself had realised, atoms were a lot more than simply
tiny grains in ceaseless motion.

NATURE’S LEGO BRICKS

Atoms are nature’s Lego bricks. They come in a variety of different
shapes and sizes, and by joining them together in any number of dif-
ferent ways, it is possible to make a rose, a bar of gold, or a human
being. Everything is in the combinations.

The American Nobel Prize winner Richard Feynman said: “If in
some cataclysm all of scientific knowledge were destroyed and only
one sentence passed on to succeeding generations, what statement
would convey the most information in the fewest words?” He was in
no doubt: “Everything is made of atoms.”

The key step in proving that atoms are nature’s Lego bricks was
identifying the different kinds of atoms. However, the fact that atoms
were far too small to be perceived directly by the senses made the task
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every bit as formidable as proving that atoms were tiny grains of mat-
ter in ceaseless motion. The only way to identify different types of
atoms was to find substances that were made exclusively out of atoms
of a single kind.

In 1789 the French aristocrat Antoine Lavoisier compiled a list of
substances that he believed could not, by any means, be broken down
into simpler substances. There were 23 “elements” in Lavoisier’s list.
Though some later turned out not to be elements, many—including
gold, silver, iron, and mercury—were indeed elemental. Within 40
years of Lavoisier’s death at the guillotine in 1794, the list of elements
had grown to include close to 50. Nowadays, we know of 92 naturally
occurring elements, from hydrogen, the lightest, to uranium, the
heaviest.

But what makes one atom different from another? For instance,
how does a hydrogen atom differ from a uranium atom? The answer
would come only by probing their internal structures. But atoms are
so fantastically small. It seemed impossible that anyone would ever
find a way to look inside one. But one man did—a New Zealander
named Ernest Rutherford. His ingenious idea was to use atoms to
look inside other atoms.

THE MOTH IN THE CATHEDRAL

The phenomenon that laid bare the structure of atoms was radioac-
tivity, discovered by the French chemist Henri Becquerel in 1896. Be-
tween 1901 and 1903, Rutherford and the English chemist Frederick
Soddy found strong evidence that a radioactive atom is simply a heavy
atom that is seething with excess energy. Inevitably, after a second or
a year or a million years, it sheds this surplus energy by expelling
some kind of particle at high speed. Physicists say it disintegrates, or
“decays,” into an atom of a slightly lighter element.

One such decay particle was the alpha particle, which Rutherford
and the young German physicist Hans Geiger demonstrated was sim-
ply an atom of helium, the second lightest element after hydrogen.
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In 1903, Rutherford had measured the speed of alpha particles
expelled from atoms of radioactive radium. It was an astonishing
25,000 kilometres per second—100,000 times faster than a present-
day passenger jet. Here, Rutherford realised, was a perfect bullet to
smash into atoms and reveal what was deep inside.

The idea was simple. Fire alpha particles into an atom. If they
encountered anything hard blocking their way, they would be de-
flected from their path. By firing thousands upon thousands of alpha
particles and observing how they were deflected, it would be possible
to build up a detailed picture of the interior of an atom.

Rutherford’s experiment was carried out in 1909 by Geiger and a
young New Zealand physicist called Ernest Marsden. Their “alpha-
scattering” experiment used a small sample of radium, which fired
off alpha particles like microscopic fireworks. The sample was placed
behind a lead screen containing a narrow slit, so a thread-thin stream
of alpha particles emerged on the far side. It was the world’s smallest
machine gun, rattling out microscopic bullets.

In the firing line Geiger and Marsden placed a sheet of gold foil
only a few thousand atoms thick. It was insubstantial enough that all
the alpha particles from the miniature machine gun would pass
through. But it was substantial enough that, during their transit, some
would pass close enough to gold atoms to be deflected slightly from
their path.

At the time of Geiger and Marsden’s experiment, one particle
from inside the atom had already been identified. The electron had
been discovered by the British physicist “J. J.” Thomson in 1895. Ri-
diculously tiny particles—each about 2,000 times smaller than even a
hydrogen atom—had turned out to be the elusive particles of elec-
tricity. Ripped free from atoms, they surged along a copper wire amid
billions of others, creating an electric current.

The electron was the first subatomic particle. It carried a negative
electric charge. Nobody knows exactly what electric charge is, only
that it comes in two forms: negative and positive. Ordinary matter,
which consists of atoms, has no net electrical charge. In ordinary
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atoms, then, the negative charge of the electrons is always perfectly
balanced by the positive charge of something else. It is a characteris-
tic of electrical charge that unlike charges attract each other whereas
like charges repel each other. Consequently, there is a force of attrac-
tion between an atom’s negatively charged electrons and its positively
charged something else. It is this attraction that glues the whole thing
together.

Not long after the discovery of the electron, Thomson used these
insights to concoct the first-ever scientific picture of the atom. He
visualised it as a multitude of tiny electrons embedded “like raisins in
a plum pudding” in a diffuse ball of positive charge. It was Thomson’s
plum pudding model of the atom that Geiger and Marsden expected
to confirm with their alpha-scattering experiment.

They were to be disappointed.

The thing that blew the plum pudding model out of the water
was a rare but remarkable event. One out of every 8,000 alpha par-
ticles fired by the miniature machine gun actually bounced back from
the gold foil!

According to Thomson’s plum pudding model, an atom consisted
of a multitude of pin-prick electrons embedded in a diffuse globe of
positive charge. The alpha particles that Geiger and Marsden were
firing into this flimsy arrangement, on the other hand, were unstop-
pable subatomic express trains, each as heavy as around 8,000 elec-
trons. The chance of such a massive particle being wildly deflected
from its path was about as great as that of a real express train being
derailed by a runaway dolls pram. As Rutherford put it: “It was al-
most as incredible as if you fired a 15-inch shell at a piece of tissue
paper and it came back and hit you!”

Geiger and Marsden’s extraordinary result could only mean that
an atom was not a flimsy thing at all. Something buried deep inside it
could stop a subatomic express train dead in its tracks and turn
it around. That something could only be a tiny nugget of positive
charge sitting at the dead centre of an atom and repelling the positive
charge of an incoming alpha particle. Since the nugget was capable
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of standing up to a massive alpha particle without being knocked to
kingdom come, it too must be massive. In fact, it must contain al-
most all of the mass of an atom.

Rutherford had discovered the atomic nucleus.

The picture of the interior of the atom that emerged was as un-
like Thomson’s plum pudding picture as was possible to imagine. It
was a miniature solar system in which negatively charged electrons
were attracted to the positive charge of the nucleus and orbited it like
planets around the Sun. The nucleus had to be at least as massive as
an alpha particle—and probably a lot more so—for the nucleus with
which it collided not to be kicked out of the atom. It therefore had to
contain more than 99.9 per cent of the atom’s mass.’

The nucleus was very, very tiny. Only if nature crammed a large
positive charge into a very small volume could a nucleus exert a re-
pulsive force so overwhelming that it could make an alpha particle
execute a U-turn. What was most striking about Rutherford’s vision
of an atom was, therefore, its appalling emptiness. The playwright
Tom Stoppard put it beautifully in his play Hapgood: “Now make a
fist, and if your fist is as big as the nucleus of an atom then the atom is
as big as St Paul’s, and if it happens to be a hydrogen atom then it has
a single electron flitting about like a moth in an empty cathedral, now
by the dome, now by the altar”

Despite its appearance of solidity, the familiar world was actually
no more substantial than a ghost. Matter, whether in the form of a
chair, a human being, or a star, was almost exclusively empty space.

*Eventually, physicists would discover that the nucleus contains two par-
ticles: positively charged protons and uncharged, or neutral, neutrons. The
number of protons in a nucleus is always exactly balanced by an equal num-
ber of electrons in orbit about it. The difference between atoms is in the
number of protons in their nuclei (and consequently the number of elec-
trons in orbit). For instance, hydrogen has one proton in its nucleus and
uranium a whopping 92.
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What substance an atom possessed resided in its impossibly small
nucleus—100,000 times smaller than a complete atom.

Put another way, matter is spread extremely thinly. If it were pos-
sible to squeeze out all the surplus empty space, matter would take up
hardly any room at all. In fact, this is perfectly possible. Although an
easy way to squeeze the human race down to the size of a sugar cube
probably does not exist, a way does exist to squeeze the matter of a
massive star into the smallest volume possible. The squeezing is done
by tremendously strong gravity, and the result is a neutron star. Such
an object packs the enormous mass of a body the size of the Sun into
a volume no bigger than Mount Everest.*

THE IMPOSSIBLE ATOM

Rutherford’s picture of the atom as a miniature solar system with tiny
electrons flitting about a dense atomic nucleus like planets around
the Sun was a triumph of experimental science. Unfortunately, it had
a slight problem. It was totally incompatible with all known physics!

According to Maxwell’s theory of electromagnetism—which de-
scribed all electrical and magnetic phenomena—whenever a charged
particle accelerates, changing its speed or direction of motion, it gives
out electromagnetic waves—light. An electron is a charged particle.
As it circles a nucleus, it perpetually changes its direction; so it should
act like a miniature lighthouse, constantly broadcasting light waves
into space. The problem is that this would be a catastrophe for any
atom. After all, the energy radiated as light has to come from some-
where, and it can only come from the electron itself. Sapped continu-
ally of energy, it should spiral ever closer to the centre of the atom.
Calculations showed that it would collide with the nucleus within a
mere hundred-millionth of a second. By rights, atoms should not
exist.

“See Chapter 4, “Uncertainty and the Limits of Knowledge.”
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But atoms do exist. We and the world around us are proof enough
of that. Far from expiring in a hundred-millionth of a second, atoms
have survived intact since the earliest times of the Universe almost 14
billion years ago. Some crucial ingredient must be missing from
Rutherford’s picture of the atom. That ingredient is a revolutionary
new kind of physics—quantum theory.

2

WHy Gobp PLaYs Dice
WITH THE UNIVERSE

How WE DISCOVERED THAT THINGS IN THE WORLD OF ATOMS
HAPPEN FOR NO REASON AT ALL

A philosopher once said, “It is necessary for the very existence of

science that the same conditions always produce the same results.”
Well, they don’t!
Richard Feynman

It’s 2025 and high on a desolate mountain top a giant 100-metre tele-
scope tracks around the night sky. It locks onto a proto-galaxy at the edge
of the observable Universe and feeble light, which has been travelling
through space since long before Earth was born, is concentrated by the
telescope mirror onto ultrasensitive electronic detectors. Inside the tele-
scope dome, seated at a control panel not unlike the console of the
starship Enterprise, the astronomers watch a fuzzy image of the galaxy
swim into view on a computer monitor. Someone turns up a loudspeaker
and a deafening crackle fills the control room. It sounds like machine
gun fire; it sounds like rain drumming on a tin roof. In fact, it is the
sound of tiny particles of light raining down on the telescope’s detectors
from the very depths of space.

To these astronomers, who spend their careers straining to see the
weakest sources of light in the Universe, it is a self-evident fact that

15
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light is a stream of tiny bulletlike particles—photons. Not long ago,
however, the scientific community had to be dragged kicking and
screaming to an acceptance of this idea. In fact, it’s fair to say that the
discovery that light comes in discrete chunks, or quanta, was the
single most shocking discovery in the history of science. It swept away
the comfort blanket of pre-20th-century science and exposed physi-
cists to the harsh reality of an Alice in Wonderland universe where
things happen because they happen, with utter disregard for the civi-
lised laws of cause and effect.

The first person to realise that light was made of photons was
Einstein. Only by imagining it as a stream of tiny particles could he
make sense of a phenomenon known as the photoelectric effect.
When you walk into a supermarket and the doors open for you auto-
matically, they are being controlled by the photoelectric effect.
Certain metals, when exposed to light, eject particles of electricity—
electrons. When incorporated into a photocell, such a metal gener-
ates a small electric current as long as a light beam is falling on it. A
shopper who breaks the beam chokes off the current, signalling the
supermarket doors to swish aside.

One of the many peculiar characteristics of the photoelectric ef-
fect is that, even if a very weak light is used, the electrons are kicked
out of the metal instantaneously—that is, with no delay whatsoever.'
This is inexplicable if light is a wave. The reason is that a wave, beinga
spread-out thing, will interact with a large number of electrons in the
metal. Some will inevitably be kicked out after others. In fact, some of

! Another interesting characteristic of the photoelectric effect is that no
electrons at all are emitted by the metal if it is illuminated by light with a
wavelength—a measure of the distance between successive wave crests—
above a certain threshold. This, as Einstein realised, is because photons of
light have an energy that goes down with increasing wavelength. And below a
certain wavelength the photons have insufficient energy to kick an electron
out of the metal.
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the electrons could easily be emitted 10 minutes or so after light is
shone on the metal.

So how is it possible that the electrons are kicked out of the metal
instantaneously? There is only one way—if each electron is kicked
out of the metal by a single particle of light.

Even stronger evidence that light consists of tiny bulletlike par-
ticles comes from the Compton effect. When electrons are exposed to
X-rays—a high-energy kind of light—they recoil in exactly the way
they would if they were billiard balls being struck by other billiard
balls. :

On the surface, the discovery that light behaves like a stream of
tiny particles may not appear very remarkable or surprising. But it is.
The reason is that there is also abundant and compelling evidence
that light is something as different from a stream of particles as it is
possible to imagine—a wave.

RIPPLES ON A SEA OF SPACE

At the beginning of the 19th century, the English physician Thomas
Young, famous for decoding the Rosetta stone independently of the
Frenchman Jean Frangois Champollion, took an opaque screen, made
two vertical slits in it very close together, and shone light of a single
colour onto them. If light were a wave, he reasoned, each slit would
serve as a new source of waves, which would spread out on the far
side of the screen like concentric ripples on a pond.

A characteristic property exhibited by waves is interference.
When two similar waves pass through each other, they reinforce each
other where the crest of one wave coincides with the crest of another,
and they cancel each other out where the crest of one coincides with
the trough of the other. Look at a puddle during a rain shower and
you will see the ripples from each raindrop spreading out and “con-
structively” and “destructively” interfering with each other.

In the path of the light emerging from his two slits Young inter-
posed a second, white, screen. He immediately saw a series of alter-
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nating dark and light vertical stripes, much like the lines on a super-
market bar code. This interference pattern was irrefutable evidence
that light was a wave. Where the light ripples from the two slits were
in step, matching crest for crest, the light was boosted in brightness;
where they were out of step, the light was cancelled out.

Using his “double slit” apparatus, Young was able to determine
the wavelength of light. He discovered it was a mere thousandth of a
millimetre—far smaller than the width of a human hair—explaining
why nobody had guessed light was a wave before.

For the next two centuries, Young’s picture of light as ripples on a
sea of space reigned supreme in explaining all known phenomena
involving light. But by the end of the 19th century, trouble was brew-
ing. Although few people noticed at first, the picture of light as a wave
and the picture of the atom as a tiny mote of matter were irreconcil-
able. The difficulty was at the interface, the place where light meets
matter.

TWO FACES OF A SINGLE COIN

The interaction between light and matter is of crucial importance to
the everyday world. If the atoms in the filament of a bulb did not spit
out light, we could not illuminate our homes. If the atoms in the
retina of your eye did not absorb light, you would be unable to read
these words. The trouble is that the emission and absorption of light
by atoms are impossible to understand if light is a wave.

An atom is a highly localised thing, confined to a tiny region of
space, whereas a light wave is a spread-out thing that fills a large
amount of space. So, when light is absorbed by an atom, how does
such a big thing manage to squeeze into such a tiny thing? And when
light is emitted by an atom, how does such a small thing manage to
cough out such a big thing?

Common sense says that the only way light can be absorbed or
emitted by a small localised thing is if it too is a small, localised thing.
“Nothing fits inside a snake like another snake,” as the saying goes.
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Light, however, is known to be a wave. The only way out of the co-
nundrum was for physicists to throw up their hands in despair and
grudgingly accept that light is both a wave and a particle. But surely
something cannot be simultaneously localised and spreadout? In the
everyday world, this is perfectly true. Crucially, however, we are not
talking about the everyday world; we are talking about the micro-
scopic world.

The microscopic world of atoms and photons turns out to be
nothing like the familiar realm of trees and clouds and people. Since
it is a domain millions of times smaller than the realm of familiar
objects, why should it be? Light really is both a particle and a wave.
Or more correctly, light is “something else” for which there is no word
in our everyday language and nothing to compare it with in the ev-
eryday world. Like a coin with two faces, all we can see are its particle-
like face and its wavelike face. What light actually is is as unknowable
as the colour blue is to a blind man.

Light sometimes behaves like a wave and sometimes like a stream
of particles. This was an extremely difficult thing for the physicists of
the early 20th century to accept. But they had no choice; it was what
nature was telling them. “On Mondays, Wednesdays and Fridays, we
teach the wave theory and on Tuesdays, Thursdays and Saturdays the
particle theory,” joked the English physicist William Bragg in 1921.

Bragg’s pragmatism was admirable. Unfortunately, it was not
enough to save physics from disaster. As Einstein first realised, the
dual wave-particle nature of light was a catastrophe. It was not just
impossible to visualise, it was completely incompatible with all phys-
ics that had gone before.

WAVING GOODBYE TO CERTAINTY

Take a window. If you look closely you can see a faint reflection of
your face. This is because glass is not perfectly transparent. It trans-
mits about 95 per cent of the light striking it while reflecting the re-
maining 5 per cent. If light is a wave, this is perfectly easy to
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understand. The wave simply splits into a big wave that goes through
the window and a much smaller wave that comes back. Think of the
bow wave from a speedboat. If it encounters a half-submerged piece
of driftwood, a large part of the wave continues on its way while a
small part doubles back on itself.

But while this behaviour is easy to understand if light is a wave, it
is extremely difficult to understand if light is a stream of identical
bulletlike particles. After all, if all the photons are identical, it stands
to reason that each should be affected by the window in an identical
way. Think of David Beckham taking a free kick over and over again.
If the soccer balls are identical and he kicks each one in exactly the
same way, they will all curl through the air and hit the same spot at
the back of goal. It’s hard to imagine the majority of the balls pepper-
ing the same spot while a minority flies off to the corner flag.

How, then, is it possible that a stream of absolutely identical pho-
tons can impinge on a window and 95 per cent can go right through
while 5 per cent come back? As Einstein realised, there is only one
way: if the word “identical” has a very different meaning in the mi-
croscopic world than in the everyday world—a diminished, cut-down
meaning.

In the microscopic domain, it turns out, identical things do not
behave in identical ways in identical circumstances. Instead, they
merely have an identical chance of behaving in any particular way.
Each individual photon arriving at the window has exactly the same
chance of being transmitted as any of its fellows—95 per cent—and
exactly the same chance of being reflected—>5 per cent. There is abso-
lutely no way to know for certain what will happen to a given photon.
Whether it is transmitted or reflected is entirely down to random
chance.

In the early 20th century, this unpredictability was something
radically new in the world. Imagine a roulette wheel and a ball jounc-
ing around as the wheel spins. We think of the number the ball comes
to rest on when the wheel finally halts as inherently unpredictable.
But it is not—not really. If it were possible to know the initial trajec-
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tory of the ball, the initial speed of the wheel, the way the air currents
changed from instant to instant in the casino, and so on, the laws of
physics could be used to predict with 100 per cent certainty where the
ball will end up. The same is true with the tossing of a coin. If it were
possible to know how much force is applied in the flipping, the exact
shape of the coin, and so on, the laws of physics could predict with
100 per cent certainty whether the coin will come down heads or tails.

Nothing in the everyday world is fundamentally unpredictable;
nothing is truly random. The reason we cannot predict the outcome of a
game of roulette or of the toss of a coin is that there is simply too much
information for us to take into account. But in principle—and this is the
key point—there is nothing to prevent us from predicting both.

Contrast this with the microscopic world of photons. It matters
not the slightest how much information we have in our possession. It
is impossible to predict whether a given photon will be transmitted
or reflected by a window—even in principle. A roulette ball does what
it does for a reason—because of the interplay of myriad subtle forces.
A photon does what it does for no reason whatsoever! The
unpredictability of the microscopic world is fundamental. It is truly
something new under the Sun.

And what is true of photons turns out to be true of all the deni-
zens of the microscopic realm. A bomb detonates because its timer
tells it to or because a vibration disturbs it or because its chemicals
have suddenly become degraded. An unstable, or “radioactive,” atom
simply detonates. There is absolutely no discernible difference be-
tween one that detonates at this moment and an identical atom that
waits quietly for 10 million years before blowing itself to pieces. The
shocking truth, which stares you in the face every time you look at a
window, is that the whole Universe is founded on random chance. So
upset was Einstein by this idea that he stuck out his lip and declared:
“God does not play dice with the Universe!”

The trouble is He does. As British physicist Stephen Hawking has
wryly pointed out: “Not only does God play dice with the Universe,
he throws the dice where we cannot see them!”
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When Einstein received the Nobel Prize for Physics in 1921 it was
not for his more famous theory of relativity but for his explanation of
the photoelectric effect. And this was no aberration on the part of the
Nobel committee. Einstein himself considered his work on the “quan-
tum” the only thing he ever did in science that was truly revolution-
ary. And the Nobel committee completely agreed with him.

Quantum theory, born out of the struggle to reconcile light and
matter, was fundamentally at odds with all science that had gone be-
fore. Physics, pre-1900, was basically a recipe for predicting the future
with absolute certainty. If a planet is in a particular place now, in a
day’s time it will have moved to another place, which can be pre-
dicted with 100 per cent confidence by using Newton’s laws of mo-
tion and the law of gravity. Contrast this with an atom flying through
space. Nothing is knowable with certainty. All we can ever predict is
its probable path, its probable final position.

Whereas quantum is based on uncertainty, the rest of physics is
based on certainty. To say this is a problem for physicists is a bit of an
understatement! “Physics has given up on the problem of trying to
predict what would happen in a given circumstance,” said Richard
Feynman. “We can only predict the odds.”

All is not lost, however. If the microworld were totally unpredict-
able, it would be a realm of total chaos. But things are not this bad.
Although what atoms and their like get up to is intrinsically unpre-
dictable, it turns out that the unpredictability is at least predictable!

PREDICTING THE UNPREDICTABILITY

Think of the window again. Each photon has a 95 per cent chance of
being transmitted and a 5 per cent chance of being reflected. But what
determines these probabilities?

Well, the two different pictures of light—as a particle and as a
wave—must produce the same outcome. If half the wave goes
through and half is reflected, the only way to reconcile the wave and
particle pictures is if each individual particle of light has a 50 per cent
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probability of being transmitted and a 50 per cent probability of
being reflected. Similarly, if 95 per cent of the wave is transmitted and
5 per cent is reflected, the corresponding probabilities for the trans-
mission and reflection of individual photons must be 95 per cent and
5 per cent.

To get agreement between the two pictures of light, the particle-
like aspect of light must somehow be “informed” about how to be-
have by its wavelike aspect. In other words, in the microscopic
domain, waves do not simply behave like particles; those particles
behave like waves as well! There is perfect symmetry. In fact, in a
sense this statement is all you need to know about quantum theory
(apart from a few details). Everything else follows unavoidably. All
the weirdness, all the amazing richness of the microscopic world, is a
direct consequence of this wave-particle “duality” of the basic build-
ing blocks of reality.

But how exactly does light’s wavelike aspect inform its particle-
like aspect about how to behave? This is not an easy question to
answetr.

Light reveals itself either as a stream of particles or as a wave. We
never see both sides of the coin at the same time. So when we observe
light as a stream of particles, there is no wave in existence to inform
those particles about how to behave. Physicists therefore have a prob-
lem in explaining the fact that photons do things—for instance, fly
through windows—as if directed by a wave.

They solve the problem in a peculiar way. In the absence of a real
wave, they imagine an abstract wave—a mathematical wave. If this
sounds ludicrous, this was pretty much the reaction of physicists
when the idea was first proposed by the Austrian physicist Erwin
Schrodinger in the 1920s. Schrédinger imagined an abstract math-
ematical wave that spread through space, encountering obstacles and
being reflected and transmitted, just like a water wave spreading on a
pond. In places where the height of the wave was large, the probabil-
ity of finding a particle was highest, and in locations where it was
small, the probability was lowest. In this way Schrédinger’s wave of
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probability christened the wave function, informed a particle what to
do, and not just a photon—any microscopic particle, from an atom
to a constituent of an atom like an electron.

There is a subtlety here. Physicists could make Schrédinger’s pic-
ture accord with reality only if the probability of finding a particle at
any point was related to the square of the height of the probability
wave at that point. In other words, if the probability wave at some
point in space is twice as high as it is at another point in space, the
particle is four times as likely to be found there than at the other
place.

The fact that it is the square of the probability wave and not the
probability wave itself that has real physical meaning to this day
causes debate about whether the wave is a real thing lurking beneath
the skin of the world or just a convenient mathematical device for
calculating things. Most but not all people favour the latter.

The probability wave is crucially important because it makes a
connection between the wavelike aspect of matter and familiar waves
of all kinds, from water waves to sound waves to earthquake waves.
All obey a so-called wave equation. This describes how they ripple
through space and allows physicists to predict the wave height at any
location at any time. Schrodinger’s great triumph was to find the wave
equation that described the behaviour of the probability wave of at-
oms and their like.

By using the Schrodinger equation, it is possible to determine the
probability of finding a particle at any location in space at any time.
For instance, it can be used to describe photons impinging on the
obstacle of 2 windowpane and to predict the 95 per cent probability
of finding one on the far side of the pane. In fact, the Schrodinger
equation can be used to predict the probability of any particle, beita
photon or an atom, doing just about anything. It provides the crucial
bridge to the microscopic world, allowing physicists to predict every-
thing that happens there—if not with 100 per cent certainty, at least
with predictable uncertainty!
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Where is all this talk of probability waves leading? Well, the fact
that waves behave like particles in the microscopic world leads un-
avoidably to the realisation that the microscopic world dances to an
entirely different tune than that of the everyday world. It is governed
by random unpredictability. This in itself was a shocking, confidence-
draining blow to physicists and their belief in a predictable, clock-
work universe. But this, it turns out, is only the beginning. Nature
had many more shocks in store. The fact that waves not only behave
as particles but also that those particles behave as waves leads to the
realisation that all the things that familiar waves, like water waves and
sound waves, can do, so too can the probability waves that inform the
behaviour of atoms, photons, and their kin.

So what? Well, waves can do an awful lot of different things. And
each of these things turns out to have a semi-miraculous consequence
in the microscopic world. The most straightforward thing waves can
do is exist as superpositions. Remarkably, this enables an atom to be
in two places at once, the equivalent of you being in London and New
York at the same time.
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THE SCHIZOPHRENIC ATOM

How AN ATOM CAN BE IN MANY PLACES AT ONCE AND DO MANY THINGS AT ONCE

Ifyou imagine the difference between an abacus and the world’s fastest
supercomputer, you would still not have the barest inkling of how much
more powerful a quantum computer could be compared with the com-
puters we have today.

Julian Brown

It’s 2041. A boy sits at a computer in his bedroom. It’s not an ordinary

computer. It’'s a quantum computer. The boy gives the computer a task
... and instantly it splits into thousands upon thousands of versions of
itself, each of which works on a separate strand of the problem. Finally,
after just a few seconds, the strands come back together and a single
answer flashes on the computer display. It’s an answer that all the nor-
mal computers in the world put together would have taken a trillion
trillion years to find. Satisfied, the boy shuts the computer down and
goes out to play, his night’s homework done.

Surely, no computer could possibly do what the boy’s computer has
just done? Not only could a computer do such a thing, crude versions
are already in existence today. The only thing in serious dispute is
whether such a quantum computer merely behaves like a vast multi-
plicity of computers or whether, as some believe, it literally exploits
the computing power of multiple copies of itself existing in parallel
realities, or universes.

26

THE SCHIZOPHRENIC ATOM 27

The key property of a quantum computer—the ability to do
many calculations at once—follows directly from two things that
waves—and therefore microscopic particles such as atoms and pho-
tons, which behave like waves—can do. The first of those things can
be seen in the case of ocean waves.

On the ocean there are both big waves and small ripples. But as
anyone who has watched a heavy sea on a breezy day knows, you can
also get big, rolling waves with tiny ripples superimposed on them.
This is a general property of all waves. If two different waves can exist,
so too can a combination, or superposition, of the waves. The fact
that superpositions can exist is pretty innocuous in the everyday
world. However, in the world of atoms and their constituents, its im-
plications are nothing short of earth-shattering.

Think again of a photon impinging on a windowpane. The pho-
ton is informed about what to do by a probability wave, described by
the Schrodinger equation. Since the photon can either be transmit-
ted or reflected, the Schrodinger equation must permit the existence
of two waves—one corresponding to the photon going through the
window and another corresponding to the photon bouncing back.
Nothing surprising here. However, remember that, if two waves are
permitted to exist, a superposition of them is also permitted to exist.
For waves at sea such a combination is nothing out of the ordinary.
But here the combination corresponds to something quite extraor-
dinary—the photon being both transmitted and reflected. In other
words, the photon can be on both sides of the windowpane simulta-
neously!

And this unbelievable property follows unavoidably from just
two facts: that photons are described by waves and that superposi-
tions of waves are possible. '

This is no theoretical fantasy. In experiments it is actually pos-
sible to observe a photon or an atom being in two places at once—the
everyday equivalent of you being in San Francisco and Sydney at the
same time. (More accurately, it is possible to observe the consequences
of a photon or an atom being in two places at once.) And since there
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is no limit to the number of waves that can be superposed, a photon
or an atom can be in three places, 10 places, a million places at once.

But the probability wave associated with a microscopic particle
does more than inform it where it could be located. It informs it how
to behave in all circumstances—telling a photon, for instance, whether
or not to be transmitted or reflected by a pane of glass. Consequently,
atoms and their like can not only be in many places at once, they can
do many things at once, the equivalent of you cleaning the house, walk-
ing the dog, and doing the weekly supermarket shopping all at the
same time. This is the secret behind the prodigious power of a quan-
tum computer. It exploits the ability of atoms to do many things at
once, to do many calculations at once.

DOING MANY THINGS AT ONCE

The basic elements of a conventional computer are transistors. These
have two distinct voltage states, one of which is used to represent the
binary digit, or bit, “0”, the other to represent a “1” A row of such
zeros and ones can represent a large number, which in the computer
can be added, subtracted, multiplied, and divided by another large
number.! But in a quantum computer the basic elements—which
may be single atoms—can be in a superposition of states. In other
words, they can represent a zero and a one simultaneously. To distin-
guish them from normal bits, physicists call such schizophrenic enti-
ties quantum bits, or qubits.

'Binary was invented by the 17th-century mathematician Gottfried
Leibniz. It is a way of representing numbers as a strings of zeros and ones.
Usually, we use decimal, or base 10. The right-hand digit represents the ones,
the next digit the tens, the next the 10 x 10s, and so on. So, for instance, 9,217
means 7 + 1% 10 + 2 x (10 x 10) + 9 x (10 X 10 X 10). In binary, or base 2, the
right-hand digit represents the ones, the next digit the twos, the next the 2 X
2s, and so on. So for instance, 1101 means 1 +0x 2+ 1X (2Xx2) +1X (2x2
% 2), which in decimal is 13.
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One qubit can be in two states (0 or 1), two qubits in four (00 or
01 or 10 or 11), three qubits in eight, and so on. Consequently, when
you calculate with a single qubit, you can do two calculations simul-
taneously, with two qubits four calculations, with three eight, and so
on. If this doesn’t impress you, with 10 qubits you could do 1,024
calculations all at once, with 100 qubits 100 billion billion billion!
Not surprisingly, physicists positively salivate at the prospect of
quantum computers. For some calculations, they could massively
outperform conventional computers, making conventional personal
computers appear positively retarded.

But for a quantum computer to work, wave superpositions are
not sufficient on their own. They need another essential wave ingre-
dient: interference.

The interference of light observed by Thomas Young in the 18th
century was the key observation that convinced everyone that light
was a wave. When, at the beginning of the 20th century, light was also
shown to behave like a stream of particles, Young’s double slit experi-
ment assumed a new and unexpected importance—as a means of
exposing the central peculiarity of the microscopic world.

INTERFERENCE IS THE KEY

In the modern incarnation of Young’s experiment, a double slit in an
opaque screen is illuminated with light, which is undeniably a stream
of particles. In practice, this means using a light source so feeble that
it spits out photons one at a time. Sensitive detectors at different
positions on the second screen count the arrival of photons. After
the experiment has been running for a while, the detectors show
something remarkable. Some places on the screen get peppered with
photons while other places are completely avoided. What is more,
the places that are peppered by photons and the places that are
avoided alternate, forming vertical stripes—exactly as in Young’s
original experiment.

But wait a minute! In Young’s experiment the dark and light
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bands are caused by interference. And a fundamental feature of inter-
ference is that it involves the mingling of two sets of waves from the
same source—the light from one slit with the light from the other
slit. But in this case the photons are arriving at the double slit one at a
time. Each photon is completely alone, with no other photon to
mingle with. How, then, can there be any interference? How can it
know where its fellow photons will land?

There would appear to be only one way—if each photon some-
how goes through both slits simultaneously. Then it can interfere with
itself. In other words, each photon must be in a superposition of two
states—one a wave corresponding to a photon going through the left-
hand slit and the other a wave corresponding to a photon going
through the right-hand slit.

The double slit experiment can be done with photons or atoms
or any other microscopic particles. It shows graphically how the be-
haviour of such particles—where they can and cannot strike the sec-
ond screen—is orchestrated by their wavelike alter ego. But this is not
all the double slit experiment demonstrates. Crucially, it shows that
the individual waves that make up a superposition are not passive but
can actively interfere with each other. It is this ability of the indi-
vidual states of a superposition to interfere with each other that is the
absolute key to the microscopic world, spawning all manner of weird
quantum phenomena.

Take quantum computers. The reason they can carry out many
calculations at once is because they can exist in a superposition of
states. For instance, a 10-element quantum computer is simulta-
neously in 1,024 states and can therefore carry out 1,024 calculations
at once. But all the parallel strands of a calculation are of absolutely
no use unless they get woven together. Interference is the means by
which this is accomplished. It is the means by which the 1,024 states
of the superposition can interact and influence each other. Because
of interference, the single answer coughed out by the quantum com-
puter is able to reflect and synthesise what was going on in all those
1,024 parallel calculations.
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Think of a problem divided into 1,024 separate pieces and one
person working on each piece. For the problem to be solved, the 1,024
people must communicate with each other and exchange results. This
is what interference makes possible in a quantum computer.

An important point worth making here is that, although super-
positions are a fundamental feature of the microscopic world, it is a
curious property of reality that they are never actually observed. All
we ever see are the consequences of their existence—what results
when the individual waves of a superposition interfere with each
other. In the case of the double slit experiment, for instance, all we
ever see is an interference pattern, from which we infer that an elec-
tron was in a superposition in which it went through both slits simul-
taneously. It is impossible to actually catch an electron going through
both slits at once. This is what was meant by the earlier statement
that it is possible only to observe the consequences of an atom being in
two places at once, not it actually being in two places at once.

MULTIPLE UNIVERSES

The extraordinary ability of quantum computers to do enormous
numbers of calculations simultaneously poses a puzzle. Though prac-
tical quantum computers are currently at a primitive stage, manipu-
lating only a handful of qubits, it is nevertheless possible to imagine a
quantum computer that can do billions, trillions, or quadrillions of
calculations simultaneously. In fact, it is quite possible that in 30 or
40 years we will be able to build a quantum computer that can do
more calculations simultaneously than there are particles in the Uni-
verse. This hypothetical situation poses a sticky question: Where ex-
actly will such a computer be doing its calculations? After all, if such a
computer can do more calculations simultaneously than there are
particles in the Universe, it stands to reason that the Universe has
insufficient computing resources to carry them out.

One extraordinary possibility, which provides a way out of the
conundrum, is that a quantum computer does its calculations in
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parallel realities or universes. The idea goes back to a Princeton gradu-
ate student named Hugh Everett III, who, in 1957, wondered why
quantum theory is such a brilliant description of the microscopic
world of atoms but we never actually see superpositions. Everett’s
extraordinary answer was that each state of the superposition exists
in a totally separate reality. In other words, there exists a multiplicity
of realities—a multiverse—where all possible quantum events occur.

Although Everett proposed his “Many Worlds” idea long before
the advent of quantum computers, it can shed some helpful light on
them. According to the Many Worlds idea, when a quantum com-
puter is given a problem, it splits into multiple versions of itself, each
living in a separate reality. This is why the boy’s quantum personal
computer at the start of this chapter split into so many copies. Each
version of the computer works on a strand of the problem, and the
strands are brought together by interference. In Everett’s picture,
therefore, interference has a very special significance. It is the all-
important bridge between separate universes, the means by which
they interact and influence each other.

Everett had no idea where all the parallel universes were located.
And, frankly, nor do the modern-day proponents of the Many Worlds
idea. As Douglas Adams wryly observed in The Hitchhiker’s Guide to
the Galaxy: “There are two things you should remember when deal-
ing with parallel universes. One, they’re not really parallel, and two,
they’re not really universes!”

Despite such puzzles, half a century after Everett proposed the
Many Worlds idea, it is undergoing an upsurge in popularity. An in-
creasing number of physicists, most notably David Deutsch of the
University of Oxford, are taking it seriously. “The quantum theory of
parallel universes is not some troublesome, optional interpretation
emerging from arcane theoretical considerations,” says Deutsch in his
book, The Fabric of Reality. “It is the explanation—the only one that is
tenable—of a remarkable and counterintuitive reality.”

If you go along with Deutsch—and the Many Worlds idea pre-
dicts exactly the same outcome for every conceivable experiment as
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more conventional interpretations of quantum theory—then quan-
tum computers are something radically new under the Sun. They are
the very first machines humans have ever built that exploit the re-
sources of multiple realities. Even if you do not believe the Many
Worlds idea, it still provides a simple and intuitive way of imagining
what is going on in the mysterious quantum world. For instance, in
the double slit experiment, it is not necessary to imagine a single pho-
ton going through both slits simultaneously and interfering with it-
self. Instead, a photon going through one slit interferes with another
photon going through the other slit. What other photon, you may
ask? A photon in a neighbouring universe, of course!

WHY ARE ONLY SMALL THINGS QUANTUM?

Quantum computers are extremely difficult to build. The reason is
that the ability of the individual states of a quantum superposition to
interfere with each other is destroyed, or severely degraded, by the
environment. This destruction can be vividly seen in the double slit
experiment.

If some kind of particle detector is used to spot a particle going
through one of the slits, the interference stripes on the screen imme-
diately vanish, to be replaced by more or less uniform illumination.
The act of observing which slit the particle goes through is all that is
needed to destroy the superposition in which it goes through both
slits simultaneously. And a particle going through one slit only is as
likely to exhibit interference as you are to hear the sound of one hand
clapping.

What has really happened here is that an attempt has been made
to locate, or measure, the particle by the outside world. Knowledge of
the superposition by the outside world is all that is needed to destroy
it. It is almost as if quantum superpositions are a secret. Of course,
once the world knows about the secret, the secret no longer exists!

Superpositions are continually being measured by their environ-
ment. And it takes only a single photon to bounce off a superposition
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and take information about it to the rest of the world to destroy the
superposition. This process of natural measurement is called
decoherence. Tt is the ultimate reason we do not see weird quantum
behaviour in the everyday world.” Although naively we may think of
quantum behaviour as a property of small things like atoms but not
of big things like people and trees, this is not necessarily so. Quantum
behaviour is actually a property of isolated things. The reason we see
it in the microscopic world but not in the everyday world is simply
because it is easier to isolate a small thing from its surroundings than
a big thing.

The price of quantum schizophrenia is therefore isolation. As
long as a microscopic particle like an atom can remain isolated from
the outside world, it can do many different things at once. This is not
difficult in the microscopic world, where quantum schizophrenia is
an everyday phenomenon. However, in the large-scale world in which
we live, it is nearly impossible, with countless quadrillions of photons
bouncing off every object every second.

Keeping a quantum computer isolated from its surroundings is
the main obstacle facing physicists in trying to construct such a ma-
chine. So far, the biggest quantum computer they have managed to
build has been composed of only 10 atoms, storing 10 qubits. Keep-
ing 10 atoms isolated from their surroundings for any length of time
takes all their ingenuity. If a single photon bounces off the computer,
10 schizophrenic atoms instantly become 10 ordinary atoms.

’] am totally aware that all this talk of quantumness being a “secret” that
is destroyed if the rest of the world learns about it is a complete fudge. But it
is sufficient for our discussion here. Decoherence, the means by which the
quantum world, with its schizophrenic superpositions, becomes the everyday
world where trees and people are never in two places at once, is a can of
worms with which the experts are still wrestling. For a real explanation, see
Chapter 5, “The Telepathic Universe.”
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Decoherence illustrates a limitation of quantum computers not
often publicised amid the hype surrounding such devices. To extract
an answer, someone from the outside world—you—must interact
with it, and this necessarily destroys the superposition. The quantum
computer reverts to being an ordinary computer in a single state. A
10-qubit machine, instead of spitting out the answers to 1,024 sepa-
rate calculations, spits out just one.

Quantum computers are therefore restricted to parallel calcula-
tions that output only a single answer. Consequently, only a limited
number of problems are suited to solution by quantum computer,
and much ingenuity is required to find them. They are not, as is often
claimed, the greatest thing since sliced bread. Nevertheless, when a
problem is found that plays to the strengths of a quantum computer,
it can massively outperform a conventional computer, calculating in
seconds what otherwise might take longer than the lifetime of the
Universe.

On the other hand, decoherence, which is the greatest enemy of
those struggling to build quantum computers, is also their greatest
friend. It is because of decoherence, after all, that the giant superposi-
tion of a quantum computer with all its mutually interfering strands
is finally destroyed; it is only by being destroyed—reduced to a single
state representing a single answer—that anything useful comes out of
such a machine. The world of the quantum is indeed a paradoxical
one!
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UNCERTAINTY AND THE
Limits oF KNOWLEDGE

WHY WE CAN NEVER KNOW ALL WE WOULD LIKE TO KNOW ABOUT ATOMS
AND WHY THIS FACT MAKES ATOMS POSSIBLE

Passing farther through the quantum land our travelers met quite a lot
of other interesting phenomena, such as quantum mosquitoes, which
could scarcely be located at all, owing to their small nass.

George Gamow

He must be going mad. Only moments before he had parked his shiny
red Ferrari in the garage. He had even stood there on the driveway, ad-
miring his pride and joy until the last possible moment, as the auto-
matic door swung shut. But then as he crunched across the gravel to his
front door there had been a curious rustling of the air, a faint tremor of
the ground. He had wheeled round. And there, squatting back on his
driveway, in front of the still-locked garage doors, was his beautiful red
Ferrari!

Such Houdini-like feats of escapology are never of course seen in the
everyday world. In the realm of the ultrasmall, however, they are a
common occurrence. One instant an atom can be locked up in a mi-
croscopic prison; the next it has shed its shackles and slipped away
silently into the night.
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This miraculous ability to escape escape-proof prisons is entirely
due to the wavelike face of microscopic particles, which enables at-
oms and their constituents to do all the things that waves can do. And
one of the many things waves can do is penetrate apparently impen-
etrable barriers. This is not an obvious or well-known wave property.
But it can be demonstrated by a light beam travelling through a block
of glass and trying to escape into the air beyond.

The key thing is what happens at the edge of the glass block, the
boundary where the glass meets the air. If the light happens to strike
the boundary at a shallow angle, it gets reflected back into the glass
block and fails to escape into the air beyond. In effect, it is impris-
oned in the glass. However, something radically different happens if
another block of glass is brought close to the boundary, leaving a
small gap of air between the two blocks. Just as before, some of the
light is reflected back into the glass. But—and this is the crucial
thing—some of the light now leaps the air gap and travels into the
second glass block.

The parallel between the Ferrari escaping its garage and the light
escaping the block of glass may not be very obvious. However, for all
intents and purposes, the air gap should be just as impenetrable a
barrier to the light as the garage walls are to the Ferrari.

The reason the light wave can penetrate the barrier and escape
from the block of glass is that a wave is not a localised thing but
something spread out through space. So when the light waves strike
the glass-air boundary and are reflected back into the glass, they are
not actually reflected from the exact boundary of the glass. Instead,
they penetrate a short distance into the air beyond. Consequently, if
they encounter another block of glass before they can turn back, they
can continue on their way. Place a second glass block within a hair’s
breadth of the first and, hey presto, the light jumps the air gap and
escapes its prison.

This ability to penetrate an apparently impenetrable barrier is
common to all types of waves, from light waves to sound waves to the
probability waves associated with atoms. It therefore manifests itself
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in the microscopic world. Arguably, the most striking example is the
phenomenon of alpha decay in which an alpha particle breaks out of
the apparently escape-proof prison of an atomic nucleus.

BREAKING OUT OF A NUCLEUS

An alpha particle is the nucleus of a helium atom. An unstable, or
radioactive, nucleus sometimes spits out an alpha particle in a des-
perate attempt to turn itself into a lighter and more stable nucleus.
The process poses a big puzzle, however. By rights, an alpha particle
should not be able to get out of a nucleus.

Think of an Olympic high jumper penned in by a 5-metre-high
metal fence. Even though he is one of the best high jumpers in the
world, there is no way he can jump over a fence that high. No human
being alive has sufficient strength in their legs. Well, an alpha particle
inside an atomic nucleus finds itself in a similar position. The barrier
that pens it in is created by the nuclear forces that operate inside a
nucleus, but it is just as impenetrable a barrier to the alpha particle as
the solid metal fence is to the high jumper.

Contrary to all expectations, however, alpha particles do escape
from atomic nuclei. And their escape is entirely due to their wavelike
face. Like light waves trapped in a glass block, they can penetrate an
apparently impenetrable barrier and slip away quietly into the out-
side world. '

This process is called quantum tunnelling and alpha particles are
said to “tunnel” out of an atomic nucleus. Tunnelling is actually an
instance of a more general phenomenon known as uncertainty, which
puts a fundamental limit on what we can and cannot know about the
microscopic world. The double slit experiment is an excellent dem-
onstration of uncertainty.
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THE HEISENBERG UNCERTAINTY PRINCIPLE

The reason a microscopic particle like an electron can go through
both slits in the screen simultaneously is that it can exist as a super-
position of two waves—one wave corresponding to the particle going
through one slit and the other to the particle going through the other
slit. But that is not sufficient to guarantee that its schizophrenic be-
haviour will be noticed. For that to happen, an interference pattern
must appear on the second screen. But this, of course, requires the
individual waves in the superposition to interfere. The fact that inter-
ference is a crucial ingredient for the electron to exhibit weird quan-
tum behaviour turns out to have profound implications for what
nature permits us to know about the electron.

Say in the double slit experiment we try to locate the slit each
electron goes through. If we succeed, the interference pattern on the
second screen disappears. After all, interference requires that two
things mingle. If the electron and its associated probability wave go
through only one slit, there is only one thing.

How, in practice, could we locate which slit an electron goes
through? Well, to make the double slit experiment a bit easier to visu-
alise, think of an electron as a bullet from a machine gun and the
screen as a thick metal sheet with two vertical parallel slits. When
bullets are fired at the screen, some enter the slits and go through.
Think of the slits as deep channels cut through the thick metal. The
bullets ricochet off the internal walls of the channels and by this
means reach the second screen. They can obviously hit any point on
the second screen. But, for simplicity, imagine they end up at the mid-
point of the second screen. Also for simplicity, say that at this point
the probability waves associated with the bullets interfere construc-
tively, so it is a place that gets peppered with lots of bullets.

Now, when a bullet ricochets off the inside of a slit, it causes the
metal screen to recoil in the opposite direction. It’s the same if you
are playing tennis and a fast serve ricochets off your racquet. Your
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racquet recoils in the opposite direction. Crucially, the recoil of the
screen can be used to deduce which slit a bullet goes through. After
all, if the screen moves to the left, the bullet must have gone through
the left-hand slit; if it moves to the right, it must have been the right-
hand slit.

However, we know that if we locate which slit a bullet goes
through, it destroys the interference pattern on the second screen.
This is straightforward to understand from the wave point of view.
We are as unlikely to see one thing interfere with itself as we are to
hear the sound of one hand clapping. But how do we make sense of
things from the equally valid particle point of view?

Remember that the interference pattern on the second screen is
like a supermarket bar code. It consists of vertical “stripes” where no
bullets hit, alternating with vertical stripes where lots of bullets hit.
For simplicity, think of the stripes as black and white. The key ques-
tion therefore is: From the bullet’s point of view, what would it take
to destroy the interference pattern?

The answer is a little bit of sideways jitter. If each bullet, instead
of flying unerringly towards a black stripe, possesses a little sideways
jitter in its trajectory so that it can hit either the black stripe or an
adjacent white stripe, this will be sufficient to “smear out” the inter-
ference pattern. Stripes that were formerly white will become blacker,
and stripes that were formerly black will become whiter. The net re-
sult will be a uniform gray. The interference pattern will be smeared
out.

Because it must be impossible to tell whether a given bullet will
hit a black stripe or an adjacent white stripe (or vice versa), the jittery
sideways motion of each bullet must be entirely unpredictable. And
all this must come to pass for no other reason than that we are locat-
ing which slit each bullet goes through by the recoil of the screen.

In other words, the very act of pinning down the location of a
particle like an electron adds unpredictable jitter, making its velocity
uncertain. And the opposite is true as well. The act of pinning down
the velocity of a particle makes its location uncertain. The first per-
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son to recognise and quantify this effect was the German physicist
Werner Heisenberg, and it is called the Heisenberg uncertainty prin-
ciple in his honour.

According to the uncertainty principle, it is impossible to know
both the location and the velocity of a microscopic particle with com-
plete certainty. There is a trade-off, however. The more precisely its
location is pinned down, the more uncertain is its velocity. And the
more precisely its velocity is pinned down, the more uncertain its
location.

Imagine if this constraint also applied to what we could know
about the everyday world. If we had precise knowledge of the speed
of a jet aeroplane, we would not be able to tell whether it was over
London or New York. And if we had precise knowledge of the loca-
tion of the aeroplane, we would be unable to tell whether it was cruis-
ing at 1,000 kilometres per hour or 1 kilometre per hour—and about
to plummet out of the sky.

The uncertainty principle exists to protect quantum theory. If you
could measure the properties of atoms and their like better than the
uncertainty principle permits, you would destroy their wave behav-
iour—specifically, interference. And without interference, quantum
theory would be impossible. Measuring the position and velocity of a
particle with greater accuracy than the uncertainty principle dictates
must therefore be impossible. Because of the Heisenberg uncertainty
principle, when we try to look closely at the microscopic world, it
starts to get fuzzy, like a newspaper picture that has been
overmagnified. Infuriatingly, nature does not permit us to measure
precisely all we would like to measure. There is a limit to our knowl-
edge.

This limit is not simply a quirk of the double slit experiment. It is
fundamental. As Richard Feynman remarked: “No one has ever found
(or even thought of) a way around the uncertainty principle. Nor are
they ever likely to.”

It is because alpha particles have a wavelike character that they
can escape the apparently escape-proof prison of an atomic nucleus.
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However, the Heisenberg uncertainty principle makes it possible to
understand the phenomenon from the particle point of view.

GOING WHERE NO HIGH JUMPER HAS GONE BEFORE

Recall that an alpha particle in a nucleus is like an Olympic high
jumper corralled by a 5-metre-high fence. Common sense says that it
is moving about inside the nucleus with insufficient speed to launch
itself over the barrier. But common sense applies only to the everyday
world, not to the microscopic world. Ensnared in its nuclear prison,
the alpha particle is very localised in space—that is, its position is
pinned down with great accuracy. According to the Heisenberg un-
certainty principle, then, its velocity must necessarily be very uncer-
tain. It could, in other words, be much greater than we think. And if it
is greater, then, contrary to all expectations, the alpha particle can
leap out of the nucleus—a feat comparable to the Olympic high
jumper jumping the 5-metre fence.

Alpha particles emerge into the world outside their prison as sur-
prisingly as the Ferrari emerged into the world outside its garage.
And this “tunnelling” is due to the Heisenberg uncertainty principle.
But tunnelling is a two-way process. Not only can subatomic particles
like alpha particles tunnel out of a nucleus, they can tunnel into it
too. In fact, such tunnelling in reverse helps explain a great mystery:
why the Sun shines.

TUNNELLING IN THE SUN

The Sun generates heat by gluing together protons—the nuclei of
hydrogen atoms—to make the nuclei of helium atoms. This nuclear
fusion produces as a by-product a dam burst of nuclear binding en-
ergy, which ultimately emerges from the Sun as sunlight.

'See Chapter 8, “E = mc” and the Weight of Sunshine.”
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But hydrogen fusion has a problem. The force of attraction that
glues together protons—the “strong nuclear force’—has an ex-
tremely short range. For two protons in the Sun to come under its
influence and be snapped together, they must pass extremely close to
each other. But two protons, by virtue of their similar electric charge,
repel each other ferociously. To overcome this fierce repulsion, the
protons must collide at enormous speed. In practice, this requires
the core of the Sun, where nuclear fusion goes on, to be at an ex-
tremely high temperature.

Physicists calculated the necessary temperature in the 1920s, just
as soon as it was suspected that the Sun was running on hydrogen
fusion. It turned out to be roughly 10 billion degrees. This, however,
posed a problem. The temperature at the heart of the Sun was known
to be only about 15 million degrees—roughly a thousand times lower.
By rights, the Sun should not be shining at all. Enter the German
physicist Fritz Houtermans and the English astronomer Robert
Atkinson.

When a proton in the core of the Sun approaches another proton
and is pushed back by its fierce repulsion, it is just as if it encounters a
high brick wall surrounding the second proton. At the 15 million
degrees temperature in the heart of the Sun, the proton would appear
to be moving far too slowly to jump the wall. However, the Heisenberg
uncertainty principle changes everything.

In 1929, Houtermans and Atkinson carried out the relevant cal-
culations. They discovered that the first proton can tunnel through
the apparently impenetrable barrier around the second proton and
successfully fuse with it even at the ultralow temperature of 15 mil-
lion degrees. What is more, this explains perfectly the observed heat
output of the Sun.

The night after Houtermans and Atkinson did the calculation,
Houtermans reportedly tried to impress his girlfriend with a line that
nobody in history had used before. As they stood beneath a perfect
moonless sky, he boasted that he was the only person in the world
who knew why the stars were shining. It must have worked. Two years
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later, Charlotte Riefenstahl agreed to marry him. (Actually, she mar-
ried him twice, but that’s another story.)

Sunlight apart, the Heisenberg uncertainty principle explains
something much closer to home: the very existence of the atoms in
our bodies.

UNCERTAINTY AND THE EXISTENCE OF ATOMS

By 1911 the Cambridge experiments of New Zealand physicist Ernest
Rutherford had revealed the atom as resembling a miniature solar
system. Tiny electrons flitted about a compact atomic nucleus much
like planets around the Sun. However, according to Maxwell’s theory
of electromagnetism, an orbiting electron should radiate light energy
and, within a mere hundred-millionth of a second, spiral into the
nucleus. “Atoms,” as Richard Feynman pointed out, “are completely
impossible from the classical point of view.” But atoms do exist. And
the explanation comes from quantum theory.

An electron cannot get too close to a nucleus because, if it did, its
location in space would be very precisely known. But according to
the Heisenberg uncertainty principle, this would mean that its veloc-
ity would be very uncertain. It could become enormously huge.

Imagine an angry bee in a shrinking box. The smaller the box
gets, the angrier the bee and the more violently it batters itself against
the walls of its prison. This is pretty much the way an electron be-
haves in an atom. If it were squeezed into the nucleus itself, it would
acquire an enormous speed—far too great to stay confined in the
nucleus.

The Heisenberg uncertainty principle, which explains why elec-
trons do not spiral into their nuclei, is therefore the ultimate reason
why the ground beneath our feet is solid. But the principle does more
than simply explain the existence of atoms and the solidity of matter.
It explains why atoms are so big—or at least so much bigger than the
nuclei at their cores.

UNCERTAINTY AND THE LIMITS OF KNOWLEDGE 45

WHY ATOMS ARE SO BIG

Recall that a typical atom is about 100,000 times bigger than the
nucleus at its centre. Understanding why there is such a fantastic
amount of empty space in atoms requires being a bit more precise
about the Heisenberg uncertainty principle. Strictly speaking, it says
that it is a particle’s position and momentum—rather than just its
velocity—that cannot simultaneously be determined with 100 per
cent certainty.

The momentum of a particle is the product of its mass and ve-
locity. It’s really just a measure of how difficult it is to stop something
that is moving. A train, for instance, has a lot of momentum com-
pared to a car, even if the car is going faster. A proton in an atomic
nucleus is about 2,000 times more massive than an electron. Accord-
ing to the Heisenberg uncertainty principle, then, if a proton and an
electron are confined in the same volume of space, the electron will
be moving about 2,000 times faster.

Already, we get an inkling of why the electrons in an atom must
have a far bigger volume to fly about in than the protons and neu-
trons in the nucleus. But atoms are not just 2,000 times bigger than
their nuclei; they are more like 100,000 times bigger. Why?

The answer is that an electron in an atom and a proton in a
nucleus are not in the grip of the same force. While the nuclear
particles are held by the powerful “strong nuclear” force, the elec-
trons are held by the much weaker electric force. Think of the
electrons flying about the nucleus attached to gossamer threads of
elastic while the protons and the neutrons are constrained by elastic
50 times thicker. Here is the explanation for why the atom is a whop-
ping 100,000 times bigger than the nucleus.

But the electrons in an atom do not orbit at one particular dis-
tance from the nucleus. They are permitted to orbit at a range of
distances. Explaining this requires resorting to yet another wave pic-
ture—this one involving organ pipes!
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OF ATOMS AND ORGAN PIPES

There are always many different ways of looking at things in the quan-
tum world, each a glimpse of a truth that is frustratingly elusive. One
way is to think of the probability waves associated with an atom’s
clectrons as being like sound waves confined to an organ pipe. It is
not possible to make just any note with the organ pipe. The sound
can vibrate in only a limited number of different ways, each with a
definite pitch, or frequency.

This turns out to be a general property of waves, not just sound
waves. In a confined space they can exist only at particular, definite
frequencies.

Now think of an electron in an atom. It behaves like a wave. And
it is gripped tightly by the electrical force of the atomic nucleus. This
may not be exactly the same as being trapped in a physical container.
However, it confines the electron wave as surely as the wall of an or-
gan pipe confines a sound wave. The electron wave can therefore ex-
ist at only certain frequencies.

The frequencies of the sound waves in an organ pipe and of the
electron waves in an atom depend on the characteristics of the organ
pipe—a small organ pipe, for instance, produces higher-pitched notes
than a big organ pipe—and on the characteristics of the electrical
force of the atomic nucleus. In general, though, there is lowest, or
fundamental, frequency and a series of higher-frequency “overtones.”

A higher-frequency wave has more peaks and troughs in a given
space. It is choppier, more violent. In the case of an atom, such a wave
corresponds to a faster-moving, more energetic electron. And a faster-
moving, more energetic electron is able to defy the electrical attrac-
tion of the nucleus and orbit farther away.

The picture that emerges is of an electron that is permitted to
orbit at only certain special distances from the nucleus. This is quite
unlike our solar system where a planet such as Earth could, in prin-
ciple, orbit at any distance whatsoever from the Sun.
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This property highlights another important difference between
the microscopic world of atoms and the everyday world. In the ev-
eryday world, all things are continuous—a planet can orbit the Sun
anywhere it likes, people can be any weight they like—whereas things
in the microscopic world are discontinuous—an electron can exist
in only certain orbits around a nucleus, light and matter can come in
only certain indivisible chunks. Physicists call the chunks quanta—
which is why the physics of the microscopic world is known as quan-
tum theory.

The innermost orbit of an electron in an atom is determined by
the Heisenberg uncertainty principle—by its hornetlike resistance to
being confined in a small space. But the Heisenberg uncertainty prin-
ciple does not simply prevent small things like atoms from shrinking
without limit—ultimately explaining the solidity of matter. It also
prevents far bigger things from shrinking without limit. The far big-
ger things in question are stars.

UNCERTAINTY AND STARS

A star is a giant ball of gas held together by the gravitational pull of its
own matter. That pull is constantly trying to shrink the star and, if
unopposed, would very quickly collapse it down to the merest
speck—a black hole. For the Sun this would take less than half an
hour. Since the Sun is very definitely not shrinking down to a speck,
there must be another force counteracting gravity. There is. It comes
from the hot matter inside. The Sun—along with every other normal
star—is in a delicate state of balance, with the inward force of gravity
exactly matched by the outward force of its hot interior.

This balance, however, is temporary. The outward force can be
maintained only while there is fuel to burn and keep the star hot.
Sooner or later, the fuel will run out. For the Sun this will occur in
about another 5 billion years. When this happens, gravity will be king.
Unopposed, it will crush the star, shrinking it ever smaller.
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But all is not lost. In the dense, hot environment inside a star,
frequent and violent collisions between high-speed atoms strip them
of their electrons, creating a plasma, a gas of atomic nuclei mixed in
with a gas of electrons. It is the tiny electrons that unexpectedly come
to the rescue of the fast-shrinking star. As the electrons in the star’s
matter are jammed ever closer together, they buzz about ever more
violently because of the Heisenberg uncertainty principle. They bat-
ter anything trying to confine them, and this collective battering re-
sults in a tremendous outward force. Eventually, it is enough to slow
and halt the shrinkage of the star.

A new balance is struck with the inward pull of gravity balanced
not by the outward force of the star’s hot matter but by the naked
force of its electrons. Physicists call it degeneracy pressure. But it’s
just a fancy term for the resistance of electrons to being squeezed too
close together. A star supported against gravity by electron pressure is
known as a white dwarf. Little more than the size of Earth and occu-
pying about a millionth of the star’s former volume, a white dwarf is
an enormously dense object. A sugarcube of its matter weighs as
much as a car!

One day the Sun will become a white dwarf. Such stars have no
means of replenishing their lost heat. They are nothing more than
stellar embers, cooling inexorably and gradually fading from view.
But the electron pressure that prevents white dwarfs from shrinking
under their own gravity has its limits. The more massive a star, the
stronger its self-gravity. If the star is massive enough, its gravity will
be powerful enough to overcome even the stiff resistance of the star’s
electrons.

In fact, the star is sabotaged from both outside and inside. The
stronger the gravity of a star, the more it squeezes the gas inside. And
the more a gas is squeezed, the hotter it gets, as anyone who has used
a bicycle pump knows. Since heat is nothing more than the micro-
scopic jiggling of matter, the electrons inside the star fly about ever
faster—so fast, in fact, that the effects of relativity become impor-
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tant.” The electrons get more massive rather than much faster, which
means they are less effective at battering the walls of their prison.

The star suffers a double whammy—crushed by stronger gravity
and simultaneously robbed of the ability to fight back. The two ef-
fects combine to ensure that the heaviest a white dwarf can be is a
mere 40 per cent more massive than the Sun. If a star is heavier than
this “Chandrasekhar limit”, electron pressure is powerless to halt its
headlong collapse and it just goes on shrinking.

But, once again, all is not lost. Eventually, the star shrinks so much
that its electrons, despite their tremendous aversion to being con-
fined in a small volume, are actually squeezed into the atomic nuclei.
There they react with protons to form neutrons, so that the whole
star becomes one giant mass of neutrons.

Recall that all particles of matter—not just electrons—resist be-
ing confined because of the Heisenberg uncertainty principle. Neu-
trons are thousands of times more massive than electrons. They
therefore have to be squeezed into a volume thousands of times
smaller to begin to put up significant resistance. In fact, they have to
be squeezed together until they are virtually touching before they fi-
nally halt the shrinkage of the star.

A star supported against gravity by neutron degeneracy pressure
is known as a neutron star. In effect, it is a huge atomic nucleus with
all the empty space squeezed out of its matter. Since atoms are mostly
empty space, with their nuclei 100,000 times smaller than their sur-
rounding cloud of orbiting electrons, neutron stars are 100,000 times
smaller than a normal star. This makes them only about 15 kilome-
tres across, not much bigger than Mount Everest. So dense is a neu-
tron star that a sugarcube of its matter weighs as much as the entire
human race. (This, of course, is an illustration of just how much
empty space there is in all of us. Squeeze it all out and humanity
would fit in your hand.)

*See Chapter 7, “The Death of Space and Time.”
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Such stars are thought to form violently in supernova explosions.
While the outer regions of a star are blown into space, the inner core
shrinks to form a neutron star. Neutron stars, being tiny and cold,
ought to be difficult to spot. However, they are born spinning very
fast and produce lighthouse beams of radio waves that flash around
the sky. Such pulsating neutron stars, or simply pulsars, semaphore
their existence to astronomers.

UNCERTAINTY AND THE VACUUM

White dwarfs and neutron stars apart, perhaps the most remarkable
consequence of the Heisenberg uncertainty principle is the modern
picture of empty space. It simply cannot be empty!

The Heisenberg uncertainty principle can be reformulated to say
that it is impossible to simultaneously measure the energy of a par-
ticle and the interval of time for which it has been in existence. Con-
sequently, if we consider what happens in a region of empty space in
a very tiny interval of time, there will be a large uncertainty in the
energy content of that region. In other words, energy can appear out
of nothing!

Now, mass is a form of energy.3 This means that mass too can
appear out of nothing. The proviso is that it can appear only for a
mere split second before disappearing again. The laws of nature,
which usually prevent things from appearing out of nothing, appear
to turn a blind eye to events that happen too quickly. It’s rather like a
teenager’s dad not noticing his son has borrowed the car for the night
as long as it gets put back in the garage before daybreak.

In practice, mass is conjured out of empty space in the form of
microscopic particles of matter. The quantum vacuum is actually a
seething morass of microscopic particles such as electrons popping

*See Chapter 8, “E = mc and the Weight of Sunlight”
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into existence and then vanishing again.” And this is no mere theory.
It actually has observable consequences. The roiling sea of the quan-
tum vacuum actually buffets the outer electrons in atoms, very
slightly changing the energy of the light they give out.”

The fact that the laws of nature permit something to come out of
nothing has not escaped cosmologists, people who think about the
origin of the Universe. Could it be, they wonder, that the entire Uni-
verse is nothing more than a quantum fluctuation of the vacuum? It’s
an extraordinary thought.

*Actually, every particle created is created alongside its antiparticle, a
particle with opposite properties. So a negatively charged electron is always
created with a positively charged positron.

*This effect is called the Lamb shift.




